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Preface

Originally, the 37th European Workshop on Computational Geometry (EuroCG 2021) was
scheduled to be held on April 7-9, 2021 at Saint Petersburg State University, Russia. EuroCG
is an annual workshop that combines a strong scientific tradition with a friendly and informal
atmosphere. Traditionally, the workshop is a forum where researchers can meet, discuss
their work, present their results, and establish scientific collaborations, in order to promote
research in the field of Computational Geometry, within Europe and beyond.

Due to the spread of the COVID-19, and due to the persistence of the pandemic and
travel restrictions, in December 2020 we took the decision to organize EuroCG 2021 as a
completely online event. To preserve the tradition of an informal gathering and to foster
spontaneous communication among the participants, we have selected Gather Town (https:
//gather.town) as a virtual conference venue. The space designed specifically for EuroCG
2021 contained two rooms for the two parallel sessions; the lecture hall for the introductory
meeting, business meeting and invited talks; and the main lobby, where additionally to
the socialisation, the participants could observe the posters announcing the main results of
the accepted papers and to continue discussions of the research during the coffee breaks.
Additionally we had set up several Discord channels for reporting technical problems and
for the discussion of the issues raised during to the business event. All talks were recorded
and made available to the registered participants in a private YouTube channel. The overall
online event went smoothly with only two talks being rescheduled due to technical problems.
Overall EuroCG 2021 had 262 registered participants, which is a double of the usual number.

We received 88 submissions, which underwent a limited refereeing process by the program
committee in order to ensure that acceptance policy is met. Finally 72 submissions were
selected for presentation at the workshop. The selected papers were split into 18 sessions
which were spread over three days of the workshop. Each paper was supported by a poster
that appeared at a poster stand in the main lobby for 20 minutes following the session in
which it was presented.

To encourage students to present their papers and to honour the outstanding presen-
tations, we announced a Best Student Presentation Award. The winners were decided by
voting among the workshop participants. In total, 77 votes were cast. The best presenta-
tion award was given to Sören Nickel (15 votes) for presenting the paper “Recognition of
Unit Disk Graphs for Caterpillars, Embedded Trees, and Outerplanar Graphs” authored by
Sujoy Bhore, Sören Nickel and Martin Nöllenburg. The second place was given to Leonie
Ryvkin (13 votes) for presenting the paper “On the Realizability of Free Space Diagrams”
authored by Maike Buchin, Leonie Ryvkin and Carola Wenk. The third place was given
to Eva-Maria Hainzl (12 votes) for presenting the paper: “Geometric Dominating Sets – A
Minimum Version of the No-Three-In-Line Problem”, authored by Oswin Aichholzer, David
Eppstein and Eva-Maria Hainzl. Congratulations to the young scientists for their successful
efforts to clearly convey to the audience their scientific results!

In addition to the 72 contributed talks, this book contains abstracts of the invited lectures
and two tutorials. The invited speakers were Anna Lubiw, János Pach, Gaiane Panina. They
were watched online by between 118 and 186 people. The tutorials were given by Serguei
Barannikov and Manfred Scheucher and took place on Friday, as the last events of the
workshop.

During the business meeting, Emilio Di Giacomo and Fabrizio Montecchiani presented
Perugia, where EuroCG 2022 will take place during March 14-16. There was a single bid for
organizing EuroCG 2022 by Rodrigo Silveira, who together with Clemens Huemer, Carlos
Seara, and David Orden will organize EuroCG 2022 in Barcelona.
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We gratefully thank all authors, speakers, invited speakers, program committee, external
reviewers, session chairs, local organizing team and participants for their contribution to
the success of this event. We gratefully thank Leonhard Euler International Mathematical
Institute in Saint Petersburg (EIMI), St. Petersburg Department of Steklov Mathematical
Institute of Russian Academy of Sciences (PDMI RAS), and St. Petersburg State University
(SPbU) for making this event possible and for helping us to make the participation in
EuroCG 2021 free of charge for all the participants. The workshop is financially supported
by a grant from the Government of the Russian Federation, agreements 075-15-2019-1619
and 075-15-2019-1620 and by a grant from Simons Foundation.

EuroCG does not have formally published proceedings; therefore, we expect most of the
results outlined here to be also submitted to peer-reviewed conferences and/or journals.
This book of abstracts, available through the EuroCG 2021 web site, should be regarded as
a collection of preprints.

We are hoping to see you in person in Perugia in April next year!

Saint Petersburg, April 20 Elena Arseneva
Tamara Mchedlidze
(EuroCG 2021 co-chairs)

Local Organisation Committee

Elena Arseneva (co-chair) Boris Zolotov
Tamara Mchedlidze (co-chair) Asya Gilmanova

Funded by:
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Keeping your Distance: Algorithms and Hardness
(Invited Talk)
Anna Lubiw1

1 David R. Cheriton School of Computer Science, University of Waterloo

Abstract

Suppose each of us is given a region of the plane and must choose a position in that region,
and our sad goal is to be as far from each other as possible. This is known as the distant
representatives problem, and is related to packing problems. I will describe approximation
algorithms and hardness results for the problem, including some new results on distant
representatives when the regions are axis-aligned rectangles and line segments.

Biography

Anna Lubiw is a professor at the University of Waterloo in Canada, working in computational
geometry and graph algorithms. She has co-chaired SoCG, Graph Drawing, and WADS, and
is on the editorial boards of the Journal of Computational Geometry and the Journal of
Graph Algorithms and Applications. She received her PhD in 1986 from the University of
Toronto.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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Crossing Lemmas for Multigraphs (Invited Talk)
János Pach1

1 Rényi Institute, Budapest and MIPT, Moscow

Abstract

According to the crossing lemma of Ajtai, Chvátal, Newborn, Szemerédi and Leighton (1981),
the crossing number of any graph with n vertices and m > 4n edges is at least c · m3

n2 . This
result, which is tight up to the constant factor, has been successfully applied to a variety
of problems in discrete and computational geometry, additive number theory, algebra, and
elsewhere. In some applications, it is the bottleneck that one needs a lower bound on the
crossing number of a multigraph rather than a graph. The aim of this talk is to review a
number of recent attempts on how to deal with this challenge.

Biography

János Pach is Research Adviser at Rényi Institute, Budapest and Head of the Laboratory of
Combinatorial and Geometric Structures at MIPT, Moscow. His main fields of interest are
discrete and computational geometry, convexity, and combinatorics. He wrote more than
300 research papers. His books, “Research Problems in Discrete Geometry” (with Brass
and Moser) and “Combinatorial Geometry” (with Agarwal) were translated into Japanese,
Russian, and Chinese. He is co-editor-in-chief of Discrete & Computational Geometry and
serves on the editorial boards of ten other professional journals. He was elected ACM Fellow
(2011), member of Academia Europeae (2014), and AMS Fellow (2015). He was invited
speaker at the International Congress of Mathematicians in Seoul (2014), and is Plenary
Speaker at the European Congress of Mathematics in Portorož (2021).
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An universality theorem for stressable graphs in the
plane (Invited Talk)
Gaiane Panina1

1 St. Petersburg Department of V. A. Steklov Institute of Mathematics RAS, St.
Petersburg University

Abstract

Universality theorems (in the sense of N. Mnëv) claim that the realization space of a
combinatorial object (a point configuration, a hyperplane arrangement, a convex polytope,
etc.) can be arbitrarily complicated. We prove a universality theorem for a graph in the
plane with a prescribed oriented matroid of stresses, that is the collection of signs of all
possible equilibrium stresses of the graph. This research is motivated by the Grassmanian
stratification (Gelfand, Goresky, MacPherson, Serganova) by thin Schubert cells, and by
a recent series of papers on stratifications of configuration spaces of tensegrities (Doray,
Karpenkov, Schepers, Servatius).

Biography

Gaiane Panina graduated from Leningrad State University in 1984, completed her PhD
at St. Petersburg Department of V.A. Steklov Mathematical Institute. Her habilitation
thesis (2007) is entitled “Virtual polytopes”. Chronologically, her research interests are:
convexity, polytopes, virtual polytopes, combinatorial rigidity, configuration spaces, Morse
theory, discrete Morse theory, combinatorial models of moduli spaces, combinatorial geometry,
universality. At present she runs special courses at the Mathematics and Computer Science
faculty of St. Petersburg State University.
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Canonical Forms = Persistence Diagrams
(Tutorial)
Serguei Barannikov1

1 Skoltech, Paris Diderot University

Abstract

The tutorial is devoted to the following theorem: any filtered complex over a field k
can be brought by a linear transformation preserving the filtration to canonical form, a
canonically defined direct sum of indecomposable filtered complexes of two types: one-
dimensional complexes with trivial differential ∂(eti

) = 0 and two-dimensional complexes
with trivial homology ∂(esj ) = erj . The proof of this theorem was first published in the
speaker’s 1994 paper “Framed Morse complex and its invariants”, AMS, Advances in Soviet
Mathematics, volume 21, pages 93–115 (1994). This classification theorem is usually referred
to in applied mathematics as the Persistent Homology Main (or Structure, or Principal)
Theorem. The proof is elementary and uses only the basics of a standard linear algebra
engineering course. The algorithms of more than 10 different software platforms, that exist
actually for computation of persistence diagrams, have at their cores the described in the
mentioned 1994 paper algorithm bringing filtered complexes to the canonical form.

Biography

Serguei Barannikov received his PhD in Mathematics from the University of California,
Berkeley (1999). After completion of his PhD Serguei Barannikov has worked for ten years
at Ecole Normale Supérieure in Paris. Serguei Barannikov is a leading research scientist at
Skolkovo Institute of Science and Technology, and also works as a researcher in mathematics
at Paris Diderot University.
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Using SAT Solvers in Combinatorics, Combinatorial
Geometry, and Graph Drawing (Tutorial)
Manfred Scheucher1

1 Skoltech, Paris Diderot University

Abstract

In this tutorial, we discuss how modern SAT solvers can be used to tackle mathematical
problems from various areas, in particular, Combinatorics, Combinatorial Geometry, and
Graph Drawing. To give the audience a better understanding, which problems can be tackled
in this fashion, we will discuss some problems where we succeeded with our SAT attacks.

The focus will not be on the discussed problems themselves, but on the techniques that
we had to use to finally come to a solution and the underlying ideas. For example, while the
naive SAT formulation might already lead to an answer for some questions, it might also be
way to big for nowadays computers and one has to come up with an equivalent formulation
or deal with necessary/sufficient conditions instead. Also further ideas might be required so
that the SAT instances finally become solvable in reasonable time (e.g. additional constraints
for statements which hold “without loss of generality”). In particular, for our SAT attack
on universal point sets for planar graphs we had to combine four sophisticated tools which
have proven to be powerful on their own in the past: complete enumeration of order types,
complete enumeration of (planar) graphs, SAT solvers, and IP solvers.

We can certainly not adress all details in this tutorial, but we look forward to showing
the audience how to adress (their) problems in Combinatorics, Combinatorial Geometry, and
Graph Drawing via SAT models and solvers.

Literature:
1. K. Däubel, S. Jäger, T. Mütze, and M. Scheucher. On orthogonal symmetric chain

decompositions. In Electronic Journal of Combinatorics 26(3), 2019. [arχiv:1810.09847]
2. T. Mütze and M. Scheucher. On L-shaped Point Set Embeddings of Trees: First Non-

embeddable Examples. In Journal of Graph Algorithms and Applications 24(3), 2020.
[arχiv:1807.11043]

3. M. Scheucher. On Disjoint Holes in Point Sets. In Computational Geometry: Theory
and Applications 91, 2020. [arχiv:1807.10848]

4. M. Scheucher. A SAT attack on higher dimensional Erdős–Szekeres numbers. In prepara-
tion, 2021+.

5. M. Scheucher, H. Schrezenmaier, and R. Steiner. A Note On Universal Point Sets
for Planar Graphs. In Journal of Graph Algorithms and Applications 24(3), 2020.
[arχiv:1811.06482]
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Many Order Types on Integer Grids of
Polynomial Size∗

Manfred Scheucher1,2

1 Institut für Mathematik,
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2 Fakultät für Mathematik und Informatik,
FernUniversität in Hagen, Germany

Abstract
Two labeled point configurations {p1, . . . , pn} and {q1, . . . , qn} are of the same order type if, for
every i, j, k, the triples (pi, pj , pk) and (qi, qj , qk) have the same orientation. In the 1980’s, Goodman,
Pollack and Sturmfels showed that (i) the number of order types on n points is of order 4n+o(n),
(ii) all order types can be realized with double-exponential integer coordinates, and that (iii) certain
order types indeed require double-exponential integer coordinates. In 2018, Caraballo, Díaz-Báñez,
Fabila-Monroy, Hidalgo-Toscano, Leaños, Montejano showed that at least n3n+o(n) order types can
be realized on an integer grid of polynomial size. In this article, we improve their result by showing
that at least n4n+o(n) order types can be realized on an integer grid of polynomial size, which is
essentially best possible.

1 Introduction

A set of n labeled points {p1, . . . , pn} in the plane with pi = (xi, yi) induces a chirotope,
that is, a mapping χ : [n]3 → {+, 0,−} which assigns an orientation χ(a, b, c) to each triple
of points (pa, pb, pc) with

χ(a, b, c) = sgn det




1 1 1
xa xb xc
ya yb yc


 .

Geometrically this means χ(a, b, c) is positive (negative) if the point pc lies to the left (right)
of the directed line −−→papb through pa directed towards pb. Figure 1 gives an illustration.
We say that two point sets are equivalent if they induce the same chirotope and call the
equivalence classes order types. An order type in which three or more points lie on a common
line is called degenerate.

Goodman and Pollack [14] (cf. [19, Section 6.2]) showed the number of order types on n
points is of order exp(4n logn + O(n)) = n4n+o(n). While the lower bound follows from a
simple recursive construction of non-degenerate order types, the proof of the upper bound
uses the Milnor–Thom theorem [20, 23] (cf. [22, 25]) - a powerful tool from real algebraic
geometry. The precise number of non-degenerate order types has been determined for up to
11 points by Aichholzer, Aurenhammer, and Krasser [1, 2] (cf. [18]). For their investigations,
they used computer-assistance to enumerate all “abstract” order types and heuristics to
either find a point set representation or to decide non-realizability. Similar approaches have

∗ The author acknowledges support by the internal research funding “Post-Doc-Funding” from Technische
Universität Berlin.
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Figure 1 A chirotope with χ(a, b, c) = + and χ(a, b, d) = −.

been taken by Fukuda, Miyata, and Moriyama [13] (cf. [12]) to investigate order types with
degeneracies for up to 8 points. It is interesting to note that deciding realizability is an
ETR-hard problem [21] and, since there are exp(Θ(n2)) abstract order types (cf. [8] and
[11]), most of them are non-realizable. For more details, we refer the interested reader to
the handbook article by Felsner and Goodman [10].

Grünbaum and Perles [16, pp. 93–94] (cf. [4, pp. 355]) showed that there exist degenerate
order types that are only realizable with irrational coordinates. Since we are mainly inter-
ested in order type representations with integer coordinates in this article, we will restrict
our attention in the following to the non-degenerate setting.

Goodman, Pollack, and Sturmfels [15] showed that all non-degenerate order types can
be realized with double-exponential integer coordinates and that certain order types in-
deed require double-exponential integer coordinates. Moreover, from their construction
one can also conclude that n4n+o(n) order types on n points require integer coordinates
of almost double-exponential size as outlined: For a slowly growing function f : N → R
with f(n) → ∞ as n → ∞ and m = bn/f(n)c � n, we can combine each of the
(n−m)4(n−m)+o(n−m) = n4n+o(n) order types of n −m points with the m-point construc-
tion from [15], which requires integer coordinates of size exp(exp(Ω(m))). Another infinite
family that requires integer coordinates of super-polynomial size are the so-called Horton
sets [3] (cf. [17]), which play a central role in the study of Erdős–Szekeres–type problems.

In 2018, Caraballo et al. [5] (cf. [6]) showed that at least n3n+o(n) non-degenerate order
types can be realized on an integer grid of size Θ(n2.5)×Θ(n2.5). In this article, we follow
a similar approach as in [5] and improve their result by showing that n4n+o(n) order types
can be realized on a grid of size Θ(n4)×Θ(n4).

I Theorem 1. The number of non-degenerate order types which can be realized on an integer
grid of size (3n4)× (3n4) is of order n4n+o(n).

An important consequence of Theorem 1 is that a significant proportion of all n-point order
types can be stored as point sets with Θ(logn) bits per point. While the exponent in our
n4n+o(n) bound is essentially best possible up to a lower-order error term, the question for
the smallest constant c remains open for which n4n+o(n) order types can be realized on a
grid of size Θ(nc)×Θ(nc).

Related Work

Besides the deterministic setting, also integer grid representations of "random" order types
have been intensively studied in the last years. Fabila-Monroy and Huemer [9] and Devillers
et al. [7] (cf. [24]) independently showed that, when a set {p1, . . . , pn} of real-valued points
with pi = (xi, yi) are chosen uniformly and independently from the square [0, n3+ε]×[0, n3+ε],
then the set {p′1, . . . , p′n} with rounded (integer-valued) coordinates p′i = ([xi], [yi]) is of the
same order type as the original set with high probability.
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2 Proof of Theorem 1

Let n be a sufficiently large positive integer. It follows from Bertrand’s postulate that we
can find a prime number p satisfying n

2blognc < p < n
blognc . As an auxiliary point set, we let

Qp = {(x, y) ∈ {1, . . . , p}2 : y = x2 mod p}.
The point set Qp contains p points from the p × p integer grid, and each two points have
distinct x-coordinates. Moreover, Qp is non-degenerate because, by the Vandermonde de-
terminant, we have

det




1 1 1
a b c

a2 b2 c2


 = (b− a)(c− a)(c− b) 6= 0 mod p,

and hence χ(a, b, c) 6= 0 for any pairwise distinct a, b, c ∈ {1, . . . , p}. In the following, we
denote by R(Qp) = {(y, x) : (x, y) ∈ Qp} the reflection of Qp with respect to the line x = y.

Let α = 2n and m = α · (2n2 + n3). For sufficiently large n, we have 2n2 + n3 ≤ 2n3

and m + 2p ≤ 3n4. Our goal is to construct 4n+o(n) different n-point order types on the
integer grid

G = {−p, . . . ,m+ p} × {−p, . . . ,m+ p}.
We start with placing four scaled and translated copies of Qp, which we denote by D,U,L,R,
as follows:

To obtain D, we scale Qp in x-direction by a factor αnblognc and translate by (αn2,−p).
All points from D have x-coordinates between αn2 and 2αn2 and y-coordinates between
−p and 0;
To obtain U , we scale Qp in x-direction by a factor αnblognc and translate by (αn2,m).
All points from U have x-coordinates between αn2 and 2αn2 and y-coordinates between
m and m+ p;
To obtain L, we scale R(Qp) in y-direction by a factor αnblognc and translate by
(−p, αn2). All points from L have y-coordinates between αn2 and 2αn2 and x-coordinates
between −p and 0;
To obtain R, we scale R(Qp) in y-direction by a factor αnblognc and translate by
(m,αn2). All points from R have y-coordinates between αn2 and 2αn2 and x-coordinates
between m and m+ p.

Each pair of points (l, r) ∈ L×R spans an almost-horizontal line-segment with absolute slope
less than 1

n . Similarly, each pair of points from D×U spans an almost-vertical line-segment
with absolute reciprocal slope less than 1

n . As depicted in Figure 2, these line-segments
bound (p2−p)2 almost-square regions. Later, we will distribute the remaining n−4p points
among these almost-square regions in all possible way to obtain many different order types.

For every pair of distinct points d1, d2 from D, the x-distance between them is at least
αnblognc and their y-distance is less than p. Hence, the absolute value of the slope of the
line d1d2 is less than p

αnblognc . Moreover, since d1 and d2 have non-positive y-coordinates
and all points of G are at x-distance at most m from d1 and d2, the line d1d2 can only
pass through points of G with y-coordinate less than p·m

αnblognc ≤ αn2. (Recall that m =
α · (2n2 + n3) ≤ 2αn3 and p ≤ n

blognc .) We conclude that every point from U ∪ L ∪ R or
from the almost-square regions lies strictly above the line d1d2. Similar arguments apply to
lines spanned by pairs of points from U , L, and R, respectively. Note that, in particular,
our construction has the property that for any point q from an almost-square region, the
point set D ∪ U ∪ L ∪R ∪ {q} is non-degenerate.

EuroCG’21
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Figure 2 An illustration of the construction. The four copies D,U,L,R of Qp are highlighted
gray and the (p2 − p)2 almost-square regions are highlighted green.

Almost-square regions

Consider an almost-square region A with top-left vertex a, bottom-left vertex b, top-right
vertex c, and bottom-right vertex d, as depicted in Figure 3. By our construction, the two
almost-horizontal line-segments `1, `2 bounding A meet in a common end-point l ∈ L. Let
r1, r2 ∈ R denote the other end-points of `1 and `2, respectively, which have y-distance
αnblognc.

The point l has x-coordinate between −p and 0, and the x-coordinates of the two points
r1 and r2 are between m and m+ p. Since we have chosen m = α · (2n2 + n3) and assumed
n to be sufficiently large, the x-distance between the points l and ri (for i = 1, 2) is between
αn3 and 2αn3. The point a lies on `1, b lies on `2, and the x-coordinates of both, a and b,
are between αn2 and 2αn2. Hence, we can bound the y-distance δ between a and b by

1
2αblognc = αnblognc · αn

2

α2n3 ≤ δ ≤ αnblognc · α2n2

αn3 = 2αblognc.

Moreover, since a and b lie on an almost-vertical line (i.e., absolute reciprocal slope less than
1
n ), the x-distance between a and b is less than 2αblognc

n . An analogous argument applies to
the pairs (a, c), (b, d), and (c, d), and hence we can conclude that the almost-square region A
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Figure 3 An almost-square region.

contains at least (
1
2αblognc − 4αblognc

n

)2
≥ 1

5 (αblognc)2

points from the integer grid G, provided that n is sufficiently large.

Placing the remaining points

We have already placed p points in each of the four sets D,U,L,R. For each of the remaining
n− 4p points, we can iteratively choose one of the (p2− p)2 almost-square regions and place
it, unless our point set becomes degenerate. To deal with these degeneracy-issue, we denote
an almost-square region A alive if there is at least one point from A which we can add to
our current point configuration while preserving non-degeneracy. Otherwise we call A dead.

Having k points placed (4p ≤ k ≤ n− 1), these k points determine
(
k
2
)
lines which might

kill points from our integer grid and some almost-square regions become dead. That is, if we
add another point that lies on one of these

(
k
2
)
lines to our point configuration, we clearly

have a degenerate order type.
To obtain a lower bound on the number of alive almost-square regions, note that all

almost-square regions lie in an (αn2) × (αn2) square and that each of the
(
k
2
)
lines kills

at most αn2 grid points from almost-square regions. Moreover, since each almost-square
region contains at least 1

5 (αblognc)2 grid points, we conclude that the number of alive
almost-square regions is at least

(p2 − p)2 −
(
n

2

)
· αn2

1
5 (αblognc)2 ≥

1
17

(
n

blognc

)4

for sufficiently large n, since n
2blognc ≤ p ≤ n

blognc and α = 2n.

EuroCG’21



1:6 Many Order Types on Integer Grids of Polynomial Size

If we now place each of the remaining n− 4p points in an almost-square region which is
alive (one by one), we have at least

(
1
17

(
n

blognc

)4
)n−4p

= n4n−O(n log log n
log n )

possibilities for doing so. Each of these possibilities clearly gives us a different order type
because, when we move a point q from one almost-square region into another, this point q
moves over a line spanned by a pair (l, r) ∈ L×R or (d, u) ∈ D×U , and this affects χ(l, r, q)
or χ(d, u, q), respectively. This completes the proof of Theorem 1.
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Abstract
For integers d ≥ 2 and k ≥ d + 1, a k-hole in a set S of points in general position in Rd is a k-tuple
of points from S in convex position such that the interior of their convex hull does not contain any
point from S. For a convex body K ⊆ Rd of unit d-dimensional volume, we study the expected
number EHK

d,k(n) of k-holes in a set of n points drawn uniformly and independently at random
from K.

We prove an asymptotically tight lower bound on EHK
d,k(n) by showing that, for all fixed

integers d ≥ 2 and k ≥ d + 1, the number EHK
d,k(n) is at least Ω(nd). For some small holes, we

even determine the leading constant limn→∞ n−dEHK
d,k(n) exactly. We improve the currently best

known lower bound on limn→∞ n−dEHK
d,d+1(n) by Reitzner and Temesvari (2019) and we show that

our new bound is tight for d ≤ 3. In the plane, we show that the constant limn→∞ n−2EHK
2,k(n)

is independent of K for every fixed k ≥ 3 and we compute it exactly for k = 4, improving earlier
estimates by Fabila-Monroy, Huemer, and Mitsche (2015) and by the authors (2020).

1 Introduction

For a positive integer d, let S be a set of points from Rd in general position. That is, no
d+ 1 points from S lie on a k-dimensional affine subspace of Rd. Throughout the paper we
only consider point sets that are finite and in general position.

A point set P is in convex position if no point from P is contained in the convex hull of
the remaining points from P . A k-hole H in S is a set of k points from S in convex position
such that the convex hull conv(H) of H does not contain any point of S in its interior.

The study of k-holes in point sets was initiated by Erdős [7], who asked whether, for each
k ∈ N, every sufficiently large point set in the plane contains a k-hole. This was known to be
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2:2 Tight bounds on the expected number of holes in random point sets

true for k ≤ 5, but, in the 1980s, Horton [11] constructed arbitrarily large point sets without
7-holes. The question about the existence of 6-holes was a longstanding open problem until
2007, when Gerken [10] and Nicolas [15] showed that every sufficiently large set of points in
the plane contains a 6-hole.

The existence of k-holes was considered also in higher dimensions. Valtr [20] showed
that, for k ≤ 2d + 1, every sufficiently large set of points in Rd contains a k-hole. He
also constructed arbitrarily large sets of points in Rd that do not contain any k-hole with
k > 2d−1(P (d−1)+1), where P (d−1) denotes the product of the first d−1 prime numbers.
Very recently Bukh, Chao, and Holzman [6] improved this construction.

Estimating the number of k-holes in point sets in Rd attracted a lot of attention; see [1].
In particular, it is well-known that the minimum number of (d+ 1)-holes (also called empty
simplices) in sets of n points in Rd is of order O(nd). This is tight, as every set of n points
in Rd contains at least

(
n−1
d

)
(d+ 1)-holes [3, 12].

The tight upper bound O(nd) can be obtained by considering random point sets drawn
from a convex body. More formally, a convex body in Rd is a compact convex subset of Rd
with a nonempty interior. We use λd to denote the d-dimensional Lebesgue measure on Rd
and Kd to denote the set of all convex bodies in Rd of volume λd(K) = 1. For an integer
k ≥ d+ 1 and a convex body K ∈ Kd, let EHK

d,k(n) be the expected number of k-holes in a
set S of n points chosen uniformly and independently at random from K. Note that S is in
general position with probability 1.

Bárány and Füredi [3] proved the upper bound EHK
d,d+1(n) ≤ (2d)2d2 ·

(
n
d

)
for every

K ∈ Kd. Valtr [21] improved this bound in the plane by showing EHK
2,3(n) ≤ 4

(
n
2
)
for any

K ∈ K2. Very recently, Reitzner and Temesvari [16, Theorem 1.4] showed that this bound
on EHK

2,3(n) is asymptotically tight for every K ∈ K2. This follows from their more general
bounds limn→∞ n−2EHK

2,3(n) = 2 and

2
d! ≤ lim

n→∞
n−dEHK

d,d+1(n) ≤ d

(d+ 1)
κd+1
d−1κd2

κd−1
d κ(d−1)(d+1)

(1)

for d ≥ 2, where κd = π
d
2 Γ(d2 + 1)−1 is the volume of the d-dimensional Euclidean unit

ball. Moreover, the upper bound in (1) holds with equality in the case d = 2, and if K is a
d-dimensional ellipsoid with d ≥ 3. Note that, by (1), there are absolute positive constants
c1, c2 such that

d−c1d ≤ lim
n→∞

n−dEHK
d,d+1(n) ≤ d−c2d

for every d ≥ 2 and K ∈ Kd.
Considering general k-holes in random point sets in Rd, the authors [2] recently proved

that EHK
d,k(n) ≤ O(nd) for all fixed integers d ≥ 2 and k ≥ d+ 1 and every K ∈ Kd. More

precisely, we showed

EHK
d,k(n) ≤ 2d−1 ·

(
2d2d−1

(
k

bd/2c

))k−d−1
· n(n− 1) · · · (n− k + 2)

(k − d− 1)! · (n− k + 1)k−d−1 . (2)

In this paper, we also study the expected number EHK
d,k(n) of k-holes in random sets

of n points in K. In particular, we derive a lower bound that asymptotically matches the
upper bound (2) for all fixed values of k. Moreover, for some small holes, we even determine
the leading constants limn→∞ n−dEHK

d,k(n).
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2 Our Results

Our main result is that for all fixed integers d ≥ 2 and k ≥ d+ 1 the number EHK
d,k(n) is in

Ω(nd), which matches the upper bound (2) by the authors [2] up to the leading constant.

I Theorem 2.1. For all integers d ≥ 2 and k ≥ d+ 1, there are constants C = C(d, k) > 0
and n0 = n0(d, k) such that, for every integer n ≥ n0 and every convex body K ⊆ Rd of unit
volume, we have EHK

d,k(n) ≥ C · nd.

In particular, we see that random point sets typically contain many k-holes no matter
how large k is, as long as it is fixed. This contrasts with the fact that, for every d ≥ 2, there
is a number t = t(d) and arbitrarily large sets of points in Rd without any t-holes [11, 20].

Theorem 2.1 together with (2) shows that EHK
d,k(n) = Θ(nd) for all fixed integers d and

k and every K ∈ Kd, which determines the asymptotic growth rate of EHK
d,k(n). We thus

focus on determining the leading constants limn→∞ n−dEHK
d,k(n).

For a convex body K ⊆ Rd (of a not necessarily unit volume), we use pKd to denote
the probability that the convex hull of d+ 2 points chosen uniformly and independently at
random from K is a d-simplex. That is, the probability that one of the d+ 2 points falls in
the convex hull of the remaining d + 1 points. The problem of computing pKd is known as
the d-dimensional Sylvester’s convex hull problem for K and it has been studied extensively.
Let pd = maxK pKd , where the maximum is taken over all covnex bodies K ⊆ Rd. We note
that the maximum is achieved, since it is well-known that every affine-invariant continuous
functional on the space of convex bodies attains a maximum.

First, we prove the following lower bound on the expected number EHK
d,d+1(n) of empty

simplices in random sets of n points in K, which improves the lower bound from (1) by
Reitzner and Temesvari [16] by a factor of d/pd−1.

I Theorem 2.2. For every integer d ≥ 2 and every convex body K ⊆ Rd of unit volume, we
have

lim
n→∞

n−dEHK
d,d+1(n) ≥ 2

(d− 1)!pd−1
.

Using the trivial fact p1 = 1 with the inequality EHK
2,3(n) ≤ 2(1 + o(1))n2 proved by

Valtr [21], we see that the leading constant in our estimate is asymptotically tight in the
planar case. An old result of Blaschke [4, 5] implies that Theorem 2.2 is also asymptotically
tight for simplices in R3.

I Corollary 2.3. For every convex body K ⊆ R3 of unit volume, we have

3 ≤ lim
n→∞

n−3EHK
3,4(n) ≤ 12π2

35 ≈ 3.38.

Moreover, the left inequality is tight if K is a tetrahedron and the right inequality is tight if
K is an ellipsoid.

Note that, in contrast to the planar case, the leading constant in EHK
3,4(n) depends on

the body K.
By Theorem 2.2, better upper bounds on pd−1 give stronger lower bounds on EHK

d,d+1(n).
The problem of estimating pd is equivalent to the problem of estimating the expected d-
dimensional volume EV Kd of the convex hull of d + 1 points drawn from a convex body
K ⊆ Rd uniformly and independently at random, since pKd = (d+2)EV K

d

λd(K) for every K ∈ Kd;
see [14, 18]. In the plane, Blaschke [4, 5] showed that EV K2 is maximized if K is a triangle,
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2:4 Tight bounds on the expected number of holes in random point sets

which we use to derive the lower bound in Corollary 2.3. For d ≥ 3, it is one of the major
problems in convex geometry to decide whether EV Kd is maximized if K is a simplex [19].

Besides empty simplices, we also consider larger k-holes. The expected number EHK
2,4(n)

of 4-holes in random planar sets of n points was considered by Fabila-Monroy, Huemer, and
Mitsche [9], who showed EHK

2,4(n) ≤ 18πD2n2 + o(n2) for any K ∈ K2, where D = D(K) is
the diameter of K. Since we have D ≥ 2/

√
π, by the Isodiametric inequality [8], the leading

constant in their bound is at least 72 for any K ∈ K2. This result was strengthened by the
authors [2] to EHK

2,4(n) ≤ 12n2 + o(n2) for every K ∈ K2. Here we determine the leading
constant in EHK

2,4(n) exactly.

I Theorem 2.4. For every convex body K ⊆ R2 of unit area, we have

lim
n→∞

n−2EHK
2,4(n) = 10− 2π2

3 ≈ 3.420.

Our computer experiments support this result. We sampled random sets of n points
from a square and from a disk and the average number of 4-holes was around 3.42n2 for n =
25000 in our experiments. The source code of our program is available on the supplemental
website [17].

For larger k-holes in the plane, we do not determine the value limn→∞ n−2EHK
2,k(n)

exactly, but we can show that it does not depend on the convex body K. We recall that
this is not true in larger dimensions already for empty simplices.

I Theorem 2.5. For every integer k ≥ 3, there is a constant C = C(k) such that, for every
convex body K ⊆ R2 of unit area, we have

lim
n→∞

n−2EHK
2,k(n) = C.

The proof of our main result, Theorem 2.1, is quite technical. So is the proof of Theo-
rem 2.2, which is based on the Blaschke–Petkantschin formula (see Theorem 7.2.7 in [19])
and the well-known Lebesgue’s dominated convergence theorem. Therefore we decided to
devote Section 3 to an illustration of the proofs of Theorems 2.4 and 2.5. We only sketch
the idea of the proof for 3-holes, because the proof for k-holes becomes more technical as k
grows, but the main underlying idea remains the same. The full proofs of our results can
be found in the appendices.

2.1 Open problems
As we remarked earlier, any nontrivial upper bound on the probability pd−1 translates into
a stronger lower bound on limn→∞ n−dEHK

d,d+1(n). However, we are not aware of any such
estimate on pd−1. Kingman [13] showed

pB
d

d =
(d+ 2)

(
d+ 1
d+1

2

)d+1

2d
((d+ 1)2

(d+1)2

2

) ,

which is of order d−Θ(d). We conjecture that the upper bound on pKd is of this order for any
convex body from Kd.

I Conjecture 2.6. There is a constant c > 0 such that, for every d ≥ 2, we have pd ≤ d−cd.
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We also believe that our lower bound from Theorem 2.2 is tight for simplices in arbitrarily
large dimension d, not only for d ≤ 3.

I Conjecture 2.7. For every d ≥ 2, if K is a d-dimensional simplex of unit volume, then
limn→∞ n−dEHK

d,d+1(n) = 2
(d−1)!pd−1

.

As remarked earlier, it is widely believed that pKd is maximized if K is a simplex. If this
is true, then it follows from the proof of Theorem 2.2 that Conjecture 2.7 is true as well.

It might also be interesting to determine limn→∞ n−2EHK
2,k(n) exactly for as many values

k > 4 as possible. Recall that, by Theorem 2.5, the number limn→∞ n−2EHK
2,k(n) is the

same for all convex bodies K ∈ K2.

3 Sketch of the proof for empty simplices in planar point sets

We sketch the proof that the expected number of 3-holes in a set S of n points selected
uniformly and independently at random from a convex body K ⊆ R2 of unit volume is
2n2 + o(n2). For two points pi and pj from S, we count the expected number of 3-holes in
S where pi and pj determine the longest edge.

Without loss of generality we can assume that pi = (0, 0) and pj = (`, 0) for some
` > 0, as otherwise we apply a suitable isometry to S. Let R be the set of points from
K ∩ ([0, `] × [− 2

` ,
2
` ]) that are at distance at most ` from pi and also from pj . Note that

the set R is convex. The third point pk of the 3-hole satisfies x(pi) < x(pk) < x(pj), as
otherwise pipj is not the longest edge of the 3-hole. If |y(pk)| > 2

` , then the convex hull of
the 3-hole has area larger than 1, which is impossible. Consequently, pk lies in R. For a real
number y ∈ [− 2

` ,
2
` ], let Iy be the line segment formed by points r ∈ R with y(r) = y. Note

that |Iy| ≤ ` for every y and that |I0| = `; see Figure 1.

pi

2
`

K
R

[0, `]× [− `
2 ,

`
2 ]

pj

pk

I0

Iy

`

Figure 1 Sketch of the proof.

Since there are n− 2 candidates for pk among S \ {pi, pj}, we can express the expected
number of 3-holes in S where pi and pj determine the longest edge as

(n− 2) ·
∫ 2/`

−2/`
|Iy| · Pr[pipjpk is empty in S]dy = (n− 2) ·

∫ 2/`

−2/`
|Iy| ·

(
1− |y| · `2

)n−3
dy.
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2:6 Tight bounds on the expected number of holes in random point sets

We now substitute Y = yn and obtain

n− 2
n
·
∫ 2n/`

−2n/`
|IY/n| ·

(
1− |Y | · `2n

)n−3
dY.

By the Lebesgue dominated convergence theorem, we get for n→∞

2 ·
∫ ∞

0
|I0| · e−Y ·`/2dY = 2 ·

∫ ∞

0
` · e−Y ·`/2dY = 4.

Since there are
(
n
2
)
pairs {pi, pj} in S, the expected number of 3-holes in S is 4(1+o(1))·

(
n
2
)

=
2n2 + o(n2) for n going to infinity.
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1 Introduction

Machine learning and data mining techniques are effective tools to classify large amounts of
data. But they tend to preserve any inherent bias in the data, for example, with regards
to gender or race. The identification and removal of bias receives significant attention and
various approaches have been described in the machine learning literature using, for example,
statistical methods [3], preprocessing [2, 4], or additional (possibly adversarial) models [6].
Abbasi et al. [1] recently introduced a geometric notion of stereotyping which postulates that
bias is in some form encoded in the geometric or topological features of the learned model
and that manipulating this geometry can remove the bias. In this paper we follow the same
premise and study a possible geometric approach for bias removal.

We model the data as points in Rd which are labeled with binary-valued properties, and
assume that it is “easy” to classify the data according to each property. Our goal is to obstruct
the classification according to one property by a suitable projection to a lower-dimensional
Euclidean space, while classification according to all other properties remains easy.

Formal problem statement Our input is a set of n points P = {p1, . . . , pn} in general
position in Rd. For convenience, we identify the points with their corresponding vector. For all
points in P we are given k binary-valued properties, represented as functions ai : P → {−1, 1}
for 1 ≤ i ≤ k. We denote the subset of points p ∈ P with ai(p) = 1 as P i

+, and the subset of
points p ∈ P with ai(p) = −1 as P i

− for 1 ≤ i ≤ k. For a point p ∈ P , we refer to the tuple
(a1(p), . . . , ak(p)) as the label of p. Note that there are 2k different possible labels.

We assume that it is “easy” to classify the points in P according to the properties by
using the point coordinates. Our goal is to compute a projection P ′ of P to lower dimensions
such that the first property a1 becomes hard to classify in P ′, and the other properties
a2, . . . , ak remain easy to classify in P ′. We denote by P− = P 1

− and P+ = P 1
+ the point

sets in which the special property a1 is set to −1 and +1, respectively. Similarly, we use
P ′− and P ′+ for the point sets P− and P+ after projection. Usually we consider a projection
along a single unit vector w (‖w‖ = 1), mapping points in Rd to points in Rd−1. For pi ∈ P ,
we denote its projection as p′i = pi − (pi · w)w (here (pi · w) is the dot product). Note that
this projection simply restricts p′i to a hyperplane in Rd, rather than mapping it to Rd−1.
Sometimes we will consider projections along multiple vectors w1, . . . , wr. In that case we
assume that {wj}r

j=1 form an orthonormal system, such that we can write the projection as
p′i = pi −

∑r
j=1(pi · wj)wi. Again, we assume that p′i still lies in Rd, but is restricted to the

(d− r)-dimensional flat that is orthogonal to w1, . . . , wr and passes through the origin.
We consider different models to define what is easy or hard to classify, based on some

form of “separability” between two point sets. We say that a property ai is separated in a
point set P to indicate that P i

− and P i
+ are separated (see Figure 1 for an example in R2).
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3:2 Obstructing Classification via Projection

Figure 1 Left: data points with two linearly-separable properties: shape and color. Middle: a
projection which keeps shape separated, but not color. Right: a projection with the opposite effect.

Contributions and organization In Section 2 we consider linear separability as the classifi-
cation model. We first show that, if even one possible label is missing from P , then there
may be no projection that eliminates the linear separability of a1 whilst keeping the linear
separability of the other properties. On the other hand, if all possible labels are present
in the point set, then we show that it is always possible to achieve this goal. In Section 3
we introduce (b, c)-separability, which is a generalization of linear separability. Although a
single projection is no longer sufficient to avoid (b, c)-separability of a1 after projection, we
show that the number of projections needed to achieve this is linked to the Helly number
of the respective separability predicate. We then establish bounds on the Helly numbers of
(b, c)-separability for specific values of b and c.

2 Linear separability

One of the machine learning techniques that use linear separability for classification are
support vector machines (SVMs). SVMs compute the (optimal) hyperplane that separates
two classes in the training data (if linearly separable), and use that hyperplane for further
classifications. Linear separability is therefore a good first model to consider for classification.

For a point set P and property ai : P → {−1, 1}, we say that ai is easy to classify on P
if P i
− and P i

+ are (strictly) linearly separable; we say that ai is hard to classify otherwise.
Two point sets P and Q (P,Q ⊂ Rd) are linearly separable if there exists a hyperplane H
separating P from Q. The point sets are strictly linearly separable if we can additionally
require that none of the points lie on H. Equivalently, the point sets P and Q are linearly
separable if there exists a unit vector v ∈ Rd and constant c ∈ R such that (v · p) ≤ c for all
p ∈ P and (v · q) ≥ c for all q ∈ Q (v is the normal vector of the hyperplane H). We say
that P and Q are linearly separable along v. If the inequalities can be strict, then the point
sets are strictly linearly separable.

Let CH(P ) denote the convex hull of a point set P . By definition, we have that x ∈ CH(P )
if and only if there exist coefficients λi ≥ 0 such that x =

∑n
i=1 λipi and

∑n
i=1 λi = 1. The

following lemma is illustrated in Figure 2.

I Lemma 1. Let P and Q be two point sets. If we project both P and Q along a unit vector
w to obtain P ′ and Q′, then P ′ and Q′ are not strictly linearly separable iff there exists a
line ` parallel to w that intersects both CH(P ) and CH(Q). If ` intersects the interior of
CH(P ) or CH(Q), then P ′ and Q′ are not linearly separable.

Assume now that the properties a1, . . . , ak are strictly linearly separable in P . Can we
project P along a unit vector w so that a2, . . . , ak are still strictly linearly separable in
P ′, but a1 is not? We consider two variants: (1) separation preserving and (2) separability
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w
`

P

Q

w
`

Figure 2 Line ` intersects both CH(P ) and CH(Q); after projection the convex hulls intersect.

preserving projections. The former preserves a fixed set of separating hyperplanes H2, . . . ,Hk

for properties a2, . . . , ak, the latter preserves only separability of a2, . . . , ak.
Lemma 2 proves that there exist point sets using only 2k − 1 possible labels for which

every separability preserving projection also keeps a1 strictly linearly separable after projec-
tion. The idea is to use the properties a2, . . . , ak to sufficiently restrict the direction of a
separability preserving projection to make it impossible for this projection to eliminate the
linear separability of a1. A simple example for d = k = 2 is shown in Figure 3.

(1, 0)

(0, 1)

ε

Figure 3 To keep a2 (shape) linearly separable after projection, the projection vector w should
be nearly vertical, but then a1 (color) will also remain linearly separable.

I Lemma 2. For all k > 1 and d ≥ k, there exist point sets P in Rd with properties
a1, . . . , ak using 2k − 1 labels such that any separability preserving projection along a unit
vector w also keeps a1 strictly linearly separable after projection.

We now assume that all 2k labels are used in P . Note that this assumption directly
implies that d ≥ k: take any set of k separating hyperplanes H1, . . . ,Hk for the k properties
and consider the arrangement formed by the hyperplanes in Rd. Clearly, all points in the
same cell of the arrangement must have the same label. However, it is well-known that it is
not possible to create 2k cells in Rd with only k hyperplanes if d < k. This has also interesting
implications for the case when d = k: if we apply a separation preserving projection to P ,
then a1 cannot be linearly separable in P ′, since P ′ is embedded in Rk−1.

We show that, if d ≥ k, then there always exists a separation preserving projection that
eliminates the strict linear separability of a1. Our proof uses a natural variant of both
Carathéodory’s and Radon’s theorem; see also Figure 4.
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3:4 Obstructing Classification via Projection

Figure 4 Lemma 3 in 2D: only 4 points are needed to construct two intersecting convex hulls.

I Lemma 3. Let P and Q be two points sets in Rd such that CH(P )∩CH(Q) 6= ∅. Then there
exist subsets P ∗ ⊆ P and Q∗ ⊆ Q such that CH(P ∗) ∩ CH(Q∗) 6= ∅ and |P ∗|+ |Q∗| = d+ 2.

I Theorem 4. If P is a point set in Rd with k (d ≥ k) properties a1, . . . , ak using all 2k labels,
then there exists a separation preserving projection along a unit vector w that eliminates the
strict linear separability of a1.

Proof. We provide an explicit construction of the vector w. Let H2, . . . ,Hk be any separating
hyperplanes for each of the properties a2, . . . , ak in P , respectively. Let vi be the normal
of hyperplane Hi for 2 ≤ i ≤ k, and let A ⊂ Rd be the (k − 1)-dimensional linear subspace
spanned by v2, . . . , vk. Furthermore, let H∗ =

⋂k
i=2 Hi be the (d− k + 1)-dimensional flat

that is the intersection of the separating hyperplanes. Note that a projection along a vector
w is separation preserving if and only if w is parallel to H∗. Let T (p) be the point obtained
by performing an orthogonal projection of a point p ∈ P onto A. For ease of argument, we
also directly apply an affine transformation that maps H∗ (which intersects A in one point)
to the origin, and maps v2, . . . , vk to the standard basis vectors of Rk−1.

Now define Q− = {T (p) | p ∈ P−} and Q+ = {T (p) | p ∈ P+}. By construction, since all
labels are used by P , both Q− and Q+ must have a point in each orthant of Rk−1. If a point
set Q has a point in each orthant, then CH(Q) must contain the origin; because if it does
not, then there exists a vector v such that (v · q) > 0 for all q ∈ Q. But there must exist a
point q∗ ∈ Q whose sign for each coordinate is opposite from that of v (or zero), which means
that (v · q∗) ≤ 0, a contradiction. Thus, both CH(Q−) and CH(Q+) contain the origin, and
CH(Q−) ∩ CH(Q+) 6= ∅. We now apply Lemma 3 to Q− and Q+ to obtain Q∗− and Q∗+
consisting of k + 1 points in total. Let P ∗ ⊆ P be the corresponding set of original points
that map to Q∗− ∪Q∗+. We can now construct w as follows. Pick a point p∗ ∈ P ∗, and let F1
be the unique (k − 1)-dimensional flat that contains the remaining points in P ∗. Let F2 be
the flat obtained by translating H∗ to contain p∗. Since F1 is (k − 1)-dimensional and F2 is
(d − k + 1)-dimensional, F1 ∩ F2 consists of a single point r ∈ Rd. The desired projection
vector is now simply w = r − p∗ (normalized if necessary).

We finally show that the constructed vector w has the correct properties. First of all, w
is parallel to H∗ by construction, and hence the projection along w is separation preserving.
Second, since r ∈ F1 and p∗ is projected to coincide with r, all points in P ∗ will lie on
the same (k − 1)-dimensional flat F ′1 after projection. Also, since w is orthogonal to A,
there exists an affine map from Q∗− ∪ Q∗+ to P ∗ (after projection). Thus, we obtain that
CH(P ′−) ∩ CH(P ′+) 6= ∅; in particular, the convex hulls must intersect on F ′1. This implies
that a1 is not strictly linearly separable after projection. J

3 Generalized separability

In this section we consider a generalization of linear separability for classification. One
approach to achieve more complicated classification boundaries is to use clustering: the label
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of a point is determined by the label of the “nearest” cluster. If we use more than one cluster
per class, then the resulting classification is more expressive than classification by linear
separation. This approach is also strongly related to nearest neighbor classification, another
common machine learning technique. Our generalized definition of separability is inspired by
such clustering-based classifications, with convex sets modeling the clusters.

Let P and Q be two point sets in Rd. We say that P and Q are (b, c)-separable if there
exist b convex sets S1, . . . , Sb and c convex sets T1, . . . , Tc such that for every point p ∈ P
we have that p ∈ S =

⋃
i Si, for every point q ∈ Q we have that q ∈ T =

⋃
j Tj , and that

S∩T = ∅ (see Figure 5). We can assume that b ≤ c. Linear separability and (1, 1)-separability
are equivalent.

Figure 5 Left: two points sets P (red) and Q (blue) that are (1, 2)-separable, but not linearly
separable. Right: two point sets that are (2, 2)-separable, but not (1, x)-separable for any value of x.

Given a point set P along with k properties a1, . . . , ak, the goal is now to compute a
separation preserving projection to a point set P ′ such that a1 is not (b, c)-separable in P ′.
We again assume that all k properties are strictly linearly separable in P . To achieve this
goal, we may need to project along multiple vectors w1, . . . , wr.

We first generalize Theorem 4 to a generic separability predicate F (P,Q) for point sets
P,Q ⊂ Rd.1 A separability predicate is well-behaved if it satisfies the following conditions:

1. If F (P,Q) does not hold, then F (P ′, Q′) does not hold, where P ′ and Q′ are obtained by
projecting P and Q along a single unit vector, respectively.

2. If P ′ ⊆ P and Q′ ⊆ Q, then F (P,Q) implies F (P ′, Q′).
3. If A is an affine map, then F (P,Q) holds if and only if F (A(P ),A(Q)) holds.

Now assume that F has the Helly-type property [5]: if F (P,Q) does not hold, then there
exist small (bounded by a constant) subsets P ∗ ⊆ P and Q∗ ⊆ Q such that F (P ∗, Q∗) also
does not hold. The worst-case size of |P ∗|+ |Q∗| often depends on the number of dimensions
d of P and Q, and is referred to as the Helly number mF (d) of F . We can extend Theorem 4
to well-behaved separability predicates with the Helly-type property. The proof is analogous
to the proof of Theorem 4, except that we now need to project mF (k− 1) points to the same
(k − 1)-flat, and hence need mF (k − 1)− k projections.

I Theorem 5. Let P be a point set in Rd with k (d ≥ k) properties a1, . . . , ak and let F be a
well-behaved separation predicate in Rd. Either we can use at most min(mF (k−1)−k, d−k+1)
separation preserving projections to eliminate F (P−, P+), or this cannot be achieved with
any number of separation preserving projections.

Given Theorem 5, we now focus on the Helly numbers of (b, c)-separability for specific b
and c. Unfortunately, not every form of (b, c)-separability has the Helly-type property.

1 We assume that F is defined independently from the dimensionality of P and Q (like (b, c)-separability).
We do however require that P and Q are embedded in the same space.
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I Lemma 6. In d ≥ 2 dimensions, (1, 2)-separability does not have the Helly-type property.

Next, we consider (1,∞)-separability. This means that one of the point sets, say P , must
be covered with one convex set, but we can use arbitrarily many convex sets to cover Q.
Equivalently, P and Q are (1,∞)-separable if CH(P ) ∩Q = ∅ or P ∩ CH(Q) = ∅.

I Lemma 7. In d ≥ 1 dimensions, (1,∞)-separability has Helly number 2d+ 2.

4 Conclusion

We studied the use of projections for obstructing classification of high-dimensional Euclidean
point data. Our results show that, if not all possible labels are present in the data, then it may
not be possible to eliminate the linear separability of one property while preserving it for the
other properties. This is not surprising if a property that we aim to keep is strongly correlated
with the property we aim to hide. Nonetheless, one should be aware of this effect when
employing projections for this purpose in practice. When going beyond linear separability,
we see that the number of projections required to hide a property increases significantly
in theory, and we expect a similar effect when using neural networks for classification in
practice. In other words, projecting a dataset once (or few times) may not be sufficient to
hide a property from a smart classifier. Projection, as a linear transformation, can however
be effective in eliminating certain linear relations in the data.
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1 Introduction

Understanding human mobility patterns is an important aspect of traffic analysis and urban
planning. Trajectory data provide detailed views on specific routes, but typically do not
capture all traffic. On the other hand, loop detectors built into the road network capture all
traffic at specific locations, but provide no information on the individual routes. Given a set
of loop-detector data as well as a (small) set of representative trajectories, we investigate how
one can effectively combine these two to create a more complete picture of the underlying
mobility patterns. Specifically, we want to reconstruct a realistic set of routes from the
loop-detector data, using the given trajectories as representatives of typical behavior.

We model the loop-detector data as a network flow field that needs to be covered by
the reconstructed routes and we capture the realism of the routes via the strong Fréchet
distance to the representative trajectories. The full version discussed our modeling decisions
in detail; we summarize the resulting definitions, notation, and formal problem statement in
Section 2. Several forms of the algorithmic problem are NP-hard. Hence we explore heuristic
approaches which decompose the flow well, while following the representative trajectories
to varying degrees. In Section 3, we propose an iterative Fréchet Routes (FR) heuristic
which generates candidate routes which have bounded Fréchet distance to the representative
trajectories. We also describe a variant of multi-commodity min-cost flow (MCMCF) which
is only loosely coupled to the trajectories.

In Section 4 we experimentally evaluate our approaches in comparison to a global min-
cost flow (GMCF), which is essentially agnostic to the representative trajectories. To make
meaningful claims in terms of quality, we derive a ground truth by map-matching real-world
trajectories and by generating synthetic routes in a real-world network. We find that GMCF
explains the flow best, but produces a large number of often nonsensical routes (significantly
more than the ground truth). MCMCF produces a large number of mostly realistic routes
which explain the flow reasonably well. In contrast, FR produces much smaller sets of
realistic routes which still explain the flow well, at the cost of a higher running time.

Related work Our problem is closely related to flow decomposition [1]. Given a set of paths
that decompose the flow, it is NP-hard to determine the correct integral coefficients for each
path [10]. Minimizing the number of paths in a decomposition is also NP-hard [14], and thus
various approximation algorithms have been developed [6].

Reconstructing a route (in a network) given a GPS trajectory is referred to as map-
matching [2, 7, 8, 12, 15], see also the survey by Quddus et al. [13]. Of specific relevance
to our work is the result by Alt et al. [2] which solves map-matching under the Fréchet
distance (see Section 3). For simple routes, map-matching is NP-hard for various distance
measures [4, 11], though on a grid routes with bounded distance can be found efficiently [4].
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2 Preliminaries

Our input has three components: (1) a road network, given as a graph G = (V,E) with n
vertices and m edges, embedded in R2; (2) a set of representative trajectories T , each encoded
by a sequence 〈p1, . . . , pn〉 of measurements, with pi = (xi, yi) ∈ R2; and (3) loop-detector
data. We model the loop-detector data as a flow field: a function φ : E → R≥0 that assigns
a traffic volume to each edge in the road network G.

Our goal is to reconstruct a realistic set of routes from the loop-detector data, using the
trajectories as representatives of typical behavior. A route P = 〈e1, . . . , ek〉 is a sequence of
edges that encode the traversed path in the road network G. We say that a route is simple
if it visits every vertex in G at most once. For ease of notation, we introduce the function
M(P, e) that indicates how often the edge e ∈ E is traversed in the route P .

We define a reconstruction P of the flow field φ as a pair P = (P, c) with a base set of
routes P (the basis) and fractional coefficients c : P → R≥0. A reconstruction (P, c) defines
a flow (f(P,c), SP , TP) as f(P,c)(e) =

∑
P∈PM(P, e)c(P ) for all e ∈ E, where SP and TP are

the sets of start and end vertices of the routes in P, respectively. We quantify how well the
reconstruction represents the flow field via the flow deviation ∆(P, c, φ), which we define as
∆(P, c, φ) =

∑
e∈E(φ(e)− f(P,c)(e))2. We say that a route is realistic, if the minimal Fréchet

distance [3] to a trajectory T ∈ T is at most some parameter ε. We call a reconstruction
realistic if all its routes are realistic.

Formal problem statement Given a road network G = (V,E), the representative trajec-
tories T , the flow field φ induced by the loop-detector data, and realism parameter ε > 0,
compute a realistic reconstruction (P, c) such that the flow deviation ∆(P, c, φ) is minimized.

3 Route reconstruction algorithms

We describe two families of heuristics: Fréchet Routes (FR) which generate only realistic routes
(Section 3.1) and variants of min-cost flow which relax the realism constraint (Section 3.2).

3.1 Fréchet Routes
To compute a reconstruction, we decouple finding a base set P and coefficients c. We do so
iteratively, each time refining P and then computing the corresponding c. In each iteration,
we perform three steps: (1) we generate candidate routes for each representative in T and
add these to P; (2) we compute the optimal c for the current base set, which can be done
efficiently [5, 9]; (3) we prune P by eliminating duplicates and routes with coefficient zero.

The main question is how to generate candidate routes. To ensure realism, we modify
the map-matching algorithm by Alt et al. [2] to generate a candidate for a trajectory T ∈ T ;
see the full version for a short summary. This algorithm computes a path in a network G
that is within Fréchet distance ε of T . Here we interpret T as a piece-wise linear function. A
point T (τ) is reachable at a vertex v of G, if there is a path in G ending at v, such that the
Fréchet distance between this path and the subtrajectory up to T (τ) is at most ε. In the
algorithm, the reachable points are represented as reachable intervals at each vertex: parts
of the trajectory that have such a path ending at the vertex with Fréchet distance at most ε.

To achieve diversity and find routes that are likely to reduce the flow deviation, we
present two extensions to this technique below. Both are steered by the residual flow field
φr : E → R, defined as φr(e) = φ(e)−∑

P∈PM(P, e)c(P ) for all edges e ∈ E. Specifically,
we want to find candidate routes that currently have high residual flow.
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Edge-inclusion Fréchet Routes (EFR) We modify the map-matching algorithm to find a
route that must include a specific edge e = (u, v) with high residual flow. To do so, we
first construct a route from the start of T to u, finding all reachable intervals at u. Once
these are found, we project these via e to reachable intervals at v and start a new search
to construct a route from v to the end of T . We do this for up to k edges with the highest
positive residual flow that are fully within the Minkowski sum of T with a disk of radius ε,
for some parameter k ≥ 1.

EFR stops its search in the free-space manifold as soon as the begin/endpoint of the
reconstructed route lies within ε distance of the start/end of T . This might ignore flow on
edges in the ε-vicinity of the start and end of T . Hence, we greedily add suitable edges to
the ends of the route, taking care not to introduce cycles and not to decrease the average
amount of residual flow per edge in the route.

Weighted Fréchet Routes (WFR) Contrasting EFR, we now aim to find a route with high
total residual flow (weight). To this end, we refine each reachable interval into subintervals,
based on a lower bound of the total weight by which it can be reached. This lower bound
is simply the weight of the interval at u plus the residual flow of (u, v) when following the
left-right pointers of an edge (u, v) ∈ E. Due to monotonicity, the subintervals increase
in weight along the interval; the algorithm possibly prunes or shortens intervals found
previously, if their lower bound was weaker. Cycles in the road network G can lead to cycles
of dependency between the reachable intervals. To break such cyclic dependencies in deriving
the candidate route, we construct a high-weight route explicitly via back-tracking, using each
refinement at most once. Note that the resulting route may still contain cycles.

Hybrid (WEFR) We take the union of candidate routes generated by EFR and WFR.

3.2 Min-cost flow
We now describe two approaches that relax the realism constraint. For both, we solve a variant
of the min-cost flow problem for φ and then decompose the result into a reconstruction.

Multi-commodity min-cost flow (MCMCF) For each representative trajectory T we con-
struct a subgraph G(T ) of G consisting of all vertices and edges within distance ε of T .
Vertices that are within distance ε from the start or end of T can act as sources or sinks of a
flow in G(T ). Each representative trajectory hence induces a single (min-cost) flow problem.
Using the graphs G(T ) for all T ∈ T , we construct a multi-commodity min-cost flow problem
on G, where each trajectory T has an associated commodity which is restricted to G(T ). We
can solve the resulting MCMCF using standard software packages (see Section 4).

Global min-cost flow (GMCF) We retain only the sources and sinks of MCMCF and
otherwise impose no restriction on the flow. This results in a min-cost flow problem over the
entire road network G, which is essentially agnostic to the representative trajectories.

Heuristic path reconstruction Both approaches yield an edge flow (per commodity or
overall). Our goal is to approximate these flows via a reconstruction that may use non-simple
paths. For this, we first decompose the flow into path flows and cycle flows [1]. For every
cycle flow, we add it to a path flow with which it shares a vertex; if such a path flow does
not exist, we discard it. The resulting paths form the reconstruction.

EuroCG’21
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4 Experimental Evaluation

We implemented all algorithms in C++ using Boost and MoveTK (https://movetk.win.tue.nl).
For flow problems and determining coefficients c, we use IBM ILOG CPLEX 12.9. We ran
all experiments single-threaded on an Intel(R) Xeon(R) Gold 5118 CPU @ 2.30GHz.

Data Our road network G are the roads surrounding The Hague (the Netherlands) extracted
from OpenStreetMap1 with n = 60 277 nodes and m = 100 654 edges; see Figure 1. We
derive ground-truth sets of routes P∗ on G based on two complete sets of trajectories T ∗.
HS: T ∗ = P∗ consists of 5 000 shortest paths between random locations in G; variation is

created by randomly perturbing every edge length with a value in the interval [0, γ], for
some parameter γ ≥ 0, separately for each shortest-path computation; we use γ = 500m.

HR: T ∗ is a set of 11 445 real-world trajectories in the The Hague area, provided by HERE
Technologies. We map-match T ∗ to G to obtain P∗. To avoid bias, we map-match
using [16] instead of [2], as the latter is the basis for our Fréchet Routes.

We derive the flow field φ for G from P∗. The representative trajectories T are a random
sample of 5% of T ∗. For each dataset we create seven such samples.

Measures We quantify the performance via the five measures below (lower is better).
flow deviation flow induced by the reconstruction vs. input flow field: ∆(P, c, φ).
realism weighted average distance from reconstruction to ground truth:∑

P∈P(c(P ) minT∈T ∗ dF (P, T ))/
∑

P∈P c(P ).
coverage average distance from ground truth to reconstruction: avgP ∗∈P∗ minP∈P dF (P ∗, P ).
complexity number of reconstructed routes (size of the basis): |P|.
running time wall-clock time in minutes.

1 Data © OpenStreetMap contributors; retrieved from https://planet.osm.org/ in 2020.

HS φ

0

205

HR φ

0

1350

Figure 1 Road network of The Hague, |V | = 60 277, |E| = 100 654 and its input flow fields.
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Results We compare WEFR, MCMCF, and GMCF. Figure 2 visualizes the flow deviation
as well as the ten reconstructed routes with the highest coefficient c. Though the overall
deviation of GMCF (1.8 × 107) is lower than that of MCMCF (3.7 × 107) and WEFR
(3.8×107), WEFR shows a spread of flow deviation over the network and often overrepresents
φ, whereas GMCF and MCMCF have concentrated deviation along the major traffic axis
and often underrepresent. We note that the most contributing routes for WEFR look like
actual routes, whereas the other methods give fairly unintuitive routes: they typically are
either very short (MCMCF) or follow an unrealistic path (GMCF).

We investigate the dependency on the realism threshold ε, using values {10m, 20m, 50m,
100m, 150m, 200m, 250m}. For WEFR we use imax = 8 and k = 2 (see full version for details).

W
EF

R

Residual flow field 10 highest-c routes

M
C

M
C

F
G

M
C

F

−1350 0 1350

Figure 2 Residual flow field at the end of the algorithm (left) and the 10 highest-coefficient
reconstructed routes (right) for one of the samples of HR for each technique with ε = 100m.
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Figure 3 Results for our methods on HS (top) and HR (bottom) for varying ε.
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We average the results over the seven samples per HS and HR. Since the complexity of
MCMCF and GMCF is considerably larger than that of WEFR, we analyze realism and
coverage for the 2 500 routes with highest coefficient (which is more than the complexity of
WEFR). See Figure 3: generally the same patterns arise. Notably, realism improves with ε
for GMCF, although it remains much worse than for WEFR and MCMCF. We attribute this
to the flexibility offered by having more starting vertices in G available. MCMCF and WEFR
behave similarly in coverage, realism and deviation. However, MCMCF has significantly
higher complexity, whereas WEFR has higher running time for large ε. This suggests that
realism is somewhat inherent in the flow information, demonstrating that the data sources
are complementary. Finally, the pattern in coverage for GMCF and for WEFR and MCMCF
seems to be opposite for the two datasets. We attribute this to the need for map-matching
in HR which causes deviations between the flow field and the representative trajectories.

Representatives Our experiments show that increasing the distance threshold improves
coverage and deviation, but reduces realism and efficiency. To mitigate these effects, we could
preprocess using clustering and proceed with a set of central trajectories only, as very similar
representatives do not offer much additional flexibility to the reconstruction. Furthermore,
we could use the information from such clustering methods, or from map-matching accuracy,
to vary the threshold ε per representative, to relate realism to the uncertainty in the data.
We leave to future work to investigate how such techniques affect efficiency and quality.

Reconstruction Though MCMCF does not guarantee a bound on the Fréchet distance, it
performs similarly to WEFR in realism, albeit with a very large basis. We could postprocess
paths to allow only those that are realistic or attempt to incorporate realism into the path
reconstruction phase of MCMCF, thereby reducing the complexity. Still, routes with a
small Fréchet distance to the representatives can back-track for short distances, resulting in
non-intuitive results. In future work we plan to consider stricter models for realism which
still allow us to avoid the computational hardness associated with the simplicity requirement.
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Abstract
We investigate an approach for road network generalization, where the input is a road network and
a collection of routes on these roads. The aim is to select a subset of the road network in which
many routes of the collection are fully preserved. We investigate the complexity of this problem and
show that it is NP-hard even when heavily restricted.

1 Introduction

Road network generalization is the process of reducing a road network in size by selecting
only the most relevant roads. Data-driven methods rely on other data than just the road
network. Car trajectories form the most obvious such other data source. Since route planning
and traffic analysis often use a road map as an interface, the visualization and analysis of
road networks are linked. If we want to support both use-cases simultaneously, we can use
route-preserving road network generalization (RPRNG), which we formulate as follows:

Given a road network, represented by an embedded graph G, a set R of routes on
this network, and a length budget B, compute a subgraph of G whose summed edge
length is at most B and which contains the maximum number of routes of R in full.

This formulation has advantages over generalization that is not route-preserving: the
subgraph that is obtained will represent as many driven routes as possible, with a preference
for routes that are driven more often. The formulation is simple and intuitive, and the budget
can be adjusted depending on the degree of generalization that is desired.

We want to emphasize the subtle difference between maximizing the total number of
routes that are fully contained, and maximizing the total road usage of the roads chosen
in the generalized network. In the latter problem, we can convert the routes into counts
on the edges of the graph G, and otherwise forget about these routes. We believe that
our version of preserving full routes gives rise to fewer artifacts. Figure 1 illustrates the
difference and potential for artifacts. Maximum road usage leads to three “dead ends” in the
generalized network that are not at destinations, and not a single route is fully preserved.
Route-preserving generalization does not have dead ends, and two full routes are preserved.

1.1 Related work
There has already been a lot of research on what makes a good road network generalization.
Among the criteria used for generalization, many are cartography-focused, in the sense that
the generalized road network should “look good”. These criteria include avoiding small faces
between the roads, avoiding coalescence, and controlling density [2, 4, 8, 9, 11, 20, 23, 24].
Other methods give preference to sequences of roads that are smooth continuations of each
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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Figure 1 Left, a road network with six routes drawn. Vertices of the network that are the
endpoint of a route are shown as disks. Middle, generalization according to maximum road usage
with a budget of 11: all roads covered twice or more are chosen. Right, two equivalent outcomes of
route-preserving generalization with a budget of 10: there are two ways to contain two routes with a
budget of 10. A budget of 11 does not help to contain more routes.

other (strokes) [1, 10, 18, 16]. A global criterion that is often used is connectivity of the
generalized network [3, 12], which is one of several structural graph-based criteria [6, 7, 21].

The most important criterion for continuous generalization is avoiding sudden changes,
and avoiding that when zooming in one direction, a road segment disappears and then
reappears [3, 15]. This type of behavior is to be avoided for all continuous generalization
operations. One of the existing methods to road network generalization is coined “selective
omission”, where road segments, extended by good continuation to strokes, are scored based
on geometric, topological, and attribute factors [2, 24]. Selecting roads based on how many
routes are preserved can be used as another way for performing selective omission. Thus, a
heuristical solver for the RPRNG problem can be adapted to support continuous zooming.

One of the first road network generalization methods can be called a precursor to data-
driven generalization. Thomson and Richardson [17] let a subset of the vertices of a road
network be sources and destinations, and they compute shortest paths between each pair.
This gives artificial road usage, and they select the most used roads based on this computation.
Similarly, road usage can be estimated based on an agent-based simulation [14]. While data-
driven geography [13] has been around for longer, data-driven road network generalization
has—to the best of our knowledge—not been studied until very recently. Fekete et al. [5]
focus on finding the optimal placement for k points on a road network to maximize the
length of real-data subtrajectories captured between each pair of points, which could also be
applied for road network generalization. Yu et al. [22] refine road network generalization by
selecting strokes in the network and incorporating traffic flows mined from trajectory data.

Besides the few other data-driven road network generalization papers, many methods use
a scoring of roads, and clearly the road score can be based on actual road usage, which would
be data driven (in both meanings of the word “driven”). Note that our route-preserving
approach uses data in a different way: it is driven-route driven.

From the theoretical perspective, our research problem involves a weighted graph with
paths on that graph. Our problem does not use coordinates of the road network explicitly
(only to determine lengths of road segments), nor the coordinates and times of the trajectories.
Hence, the abstract view of our problem is a graph problem and not a network problem.
Since graph problems typically do not come with a set of paths on that graph, there are no
closely related graph problems. However, there are some connections which allow us to prove
NP-hardness of route-preserving road network generalization.
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Figure 2 Example of the RPRNG problem on a path graph with seven vertices and four routes.
An optimal solution to cover two routes is a path between v3 and v7, which covers routes r2 and r3.

2 Theoretical results

In this section we show that the RPRNG problem is NP-hard, even for simple, sparsely
covered road networks. We do show the problem can be solved quickly in two special cases:
We present a polynomial-time algorithm for when the road network is a path, and an FPT
algorithm for when it is a tree with each segment of the network covered by at most c routes,
for some fixed constant c.

Let G = (V, E) be the graph representing the road network, with vertices V and edges
E, and let R be the set of routes in G. For simplicity of presentation, we assume that each
route in R begins and ends at a vertex in V , and that the routes are simple paths (i.e.,
non-self-intersecting). Furthermore, assume that each edge in G is traversed by at least one
route, otherwise we remove such edges in a preprocessing step. Define the ply of an edge
e ∈ E to be the number of routes in R traversing e. Similarly, the ply of a vertex v ∈ V is
the number of routes in R traversing v, not including routes ending at v.

Our theoretical results are summarized in Table 1. For our hardness proofs we reduce to
the decision version of the problem. For space reasons only sketches of the proofs are given.

2.1 When G is a path

We start with a dynamic programming (DP) algorithm for the case when G = (V, E) is a
path. Let V = {v1, v2, . . . , vn} be n vertices of G embedded on a line from left to right, and
let edges E = {ei = (vi, vi+1) | 1 ≤ i < n} (refer to Fig. 2). Let R be a set of m routes on G,
and let Ri be the set of routes that each start on or before vi and end after vi. Let F (i, k, S),
where i ≤ n, k ≤ m, and S ⊂ Ri, denote the solution for a subproblem in our dynamic
programming formulation on the first i vertices, with at least k routes to be covered, and
such that the routes in S are all covered up to vertex vi. The goal is to minimize the total
length of an output subgraph in F (i, k, S). A naive DP is given by the following recurrence:

F (i, k, S) = min
S∩Ri91⊆S′⊆Ri91

[F (i− 1, k − |S′ \Ri|, S′) + cost(ei−1, S′)] ,

Table 1 Algorithmic and hardness results for graph classes of G and bounds on the ply.

path tree planar graph
ply 1 poly-time poly-time poly-time
ply 2 poly-time poly-time NP-hard
ply c poly-time FPT NP-hard
ply ∞ poly-time NP-hard NP-hard
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v1

v2 v3

v4

v7

v5 v6

Figure 3 Example of the RPRNG problem on a tree graph with four routes. Vertices of degree
higher than three are split to form a binary tree, weight of edge (v4, v5) is set to 0.

with boundary conditions F (i, k, S) = 0 if i = 0 and k ≤ 0, and F (i, k, S) =∞ if i = 0 and
k > 0. We define the cost function

cost(e, S′) =
{

0 , if S′ = ∅ ,

‖e‖ , otherwise .

So the length of an edge e is included in the total cost if and only if it is covered by one
of the selected trajectories. Note that the recursion as written considers exponentially many
subsets S′. The path constraint lets us optimize this as we can compute and consider only
the O(|R|) maximal subsets instead. This means we have a polynomial size DP table and
can solve subproblems in O(|R|) time, giving the following theorem.

I Theorem 2.1. The RPRNG problem can be solved in O(n|R|3) time if G is a path.

2.2 When G is a tree with bounded ply
We now modify our dynamic programming algorithm to solve the RPRNG problem when G

is a tree, and the maximum ply is bounded by some constant c. The vertices of degree higher
than three can be split by inserting zero-weight edges to form a binary tree. Choose an
arbitrary root, and order the vertices according to the post-order traversal (refer to Fig. 3).
Let Ri be the set of routes which start on or below vi and traverse vi from bottom to top.

Consider a subproblem F (i, k, S) on a subtree rooted at the vertex vi, where at least k

routes must be covered, including the set S ⊂ Ri. In our dynamic program, we will merge
the solutions of the subproblems defined on the subtrees rooted at the children of vi. The
DP recursion is given by the following formula:

F (i, k, S) = min
S∩R`⊆S`⊆R`
S∩Rr⊆Sr⊆Rr

k`+kr=k−|S`∩Sr|

[F (i`, k`, S`) + cost(ei`
, S`) + F (ir, kr, Sr) + cost(eir

, Sr)] ,

where i` and ir index the left and right child of the vertex vi respectively, and ei`
and eir

denote the edges (vi`
, vi) and (vir , vi).

The boundary conditions are F (i, k, S) = 0 if vi is a leaf and k ≤ 0, and F (i, k, S) =∞
if vi is a leaf and k > 0. The values k` and kr in the two subproblems depend on the value
k and the number of routes covered by the solutions of the two subproblems which are
traversing vi from the left subtree into the right subtree (for example, for the vertex v5 in
the Fig. 3, the purple route is such route). More specifically, let k′ be the number of routes
in S` ∩ Sr, then k = k′ + k` + kr.
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Figure 4 Left: graph G′ from a Clique instance. Right: graph G with five routes corresponding
to the edges of G′. Subgraph of G on vertices {u0, u1, u2, u4} corresponds to the clique {v1, v2, v4}.

Unlike in the previous section, we can no longer consider only maximal subsets S of
the routes traversing vi; we need to consider all possible subsets. The size of the dynamic
programming table becomes n× |R| × 2c = O(n|R|), and we spend O(|R|2c) = O(|R|) time
per subproblem. We conclude with the following theorem.

I Theorem 2.2. The RPRNG problem, when G is a tree, is fixed-parameter tractable with
the maximum ply as the parameter: If the maximum ply is bounded by some constant c, it
can be solved in O(n|R|2) time.

2.3 When G is a tree with unbounded ply
In this section we show that the RPRNG problem is NP-hard by a reduction from the Clique
problem. Given an instance of the Clique problem on a graph G′ with sought clique of size
k′, we construct an instance of the RPRNG problem consisting of a road network graph G, a
set of routes R, an integer budget B, and an integer k and show that there is a clique of
size at least k′ in G′ if and only if there is a subgraph of G of total length at most B which
completely covers at least k routes from R.

We do this by creating a star graph, where there is a leaf vertex for each vertex of the
original graph, connected by an edge to a central vertex. For each edge of the original graph
there is a route on the star graph running between the vertices associated with the endpoints
of the edge; see Figure 4. We set B to k′ and k to k′(k′− 1)/2. Because a clique of n vertices
has n(n− 1)/2 edges, this means we can only capture k of the routes if and only if G′ has a
clique of size k′.

I Theorem 2.3. The RPRNG problem with the objective to maximize the number of covered
routes is NP-hard when G is a tree and the maximum ply is unbounded.

2.4 When G is a planar graph with bounded ply
Finally, we show that the RPRNG problem is NP-hard when G is a planar graph even if the
ply on edges and vertices is bounded by 2. We again reduce from the Clique problem.

Consider an instance of the Clique problem on a graph G′ = (V ′, E′), with an integer k.
We construct an instance of the RPRNG problem consisting of a graph G, a set of routes R,
a budget B, and the same integer k, such that G′ has a clique of size k if and only if there
exists a subgraph of G of total weight at most B which covers at least k routes.

To create this instance, we set G to be a |V ′| × 2|E′| grid graph, where we assign one
row to each vertex of V ′. We assign two adjacent columns of vertices to each edge of E′,

EuroCG’21
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Figure 5 Left: graph G′ of a Clique instance. Right: corresponding grid graph G, and four
routes corresponding to the vertices of G′. Edges in a column associated with an edge of G′ have
weight 1, all other edges have weight 0

and set the weight of the |V ′| horizontal edges connecting these adjacent columns to 1. All
other edges have weight 0. We create a route for each vertex of V ′ that lies on the row
associated with its vertex, except for the edges in columns associated with edges where the
associated vertex is the lower-indexed endpoint. For those edges, the route travels vertically
to the row associated with the higher-indexed endpoint and uses that edge instead before
vertically going back to its own row. See Figure 5. We set B = k|E| − k(k − 1)/2. That
this is a correct reduction becomes clear when we consider that if we pick k routes that do
not overlap, we need a budget of k|E|. If two selected routes overlap, the amount of budget
needed decreases by 1. If the savings total k(k − 1)/2, this means we can select k vertices
that share k(k − 1)/2 edges between them in G′, implying they are a clique of size k. It is
easy to see that in the grid graph, no edge or vertex is covered by more than two routes.

I Theorem 2.4. The RPRNG problem with the objective to maximize the number of covered
routes is NP-hard even if G is a planar graph and the maximum ply is bounded by 2.

3 Conclusion

We have introduced a new, data-driven approach to road network generalization that can be
used when trajectory data is available as well. Theoretical analysis shows that the problem
is NP-hard for almost all variants. This paper presents our theoretical results. To assess
and validate the concept of route-preserving road network generalization, we study heuristic
approaches for solving this problem in [19]. An image of a generalization generated by one
of the heuristics can be seen in Figure 6. Theoretical future work can be done on finding an
algorithm with a proven approximation factor in the cases where the problem is NP-hard.
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Abstract
The Path-Greedy algorithm produces high-quality spanners, having the most desirable properties
of geometric spanners both in theory and in practice. More specifically, it has a natural definition,
small degree, linear number of edges, low weight, and strong t-spanner for every t > 1.

In this paper we revisit the Path-Greedy spanner and present an algorithm that computes the
Path-Greedy spanner in O(n2 log n) time. This algorithm is based on Bose et al. O(n2 log n)
time algorithm, however, our algorithm is easier to implement, and in practice is potentially more
efficient.

1 Introduction

Geometric spanners are fundamental structures that have attracted a great deal of research
attention in the past few decades. Given a weighted graph G and a real number t > 1, a
t-spanner of G is a spanning sub-graph G∗ with the property that for every edge (p, q) ∈ G
there exists a path between p and q in G, whose weight is no more than t times the weight
of the edge (p, q). Thus, shortest-path distances in G∗ approximate shortest-path distances
in the underlying graph G, and the parameter t represents the approximation ratio. The
smallest t for which G∗ is a t-spanner of G is known as the spanning ratio of the graph G∗.

Spanners have been studied in many different settings, which depend on different aspects,
such as the type of underlying graph G, on the way in which weights are assigned to edges
in G, the specific value of the spanning ratio t, and on the function used to measure the
weight of a shortest path. In this paper, we concentrate on the setting where the underlying
graph is the complete geometric graph over set of points P , and a weight of an edge (p, q) is
equal to the distance d(p, q) between its endpoints p and q, such that (P, d) is a finite metric
space.

Probably one of the most studied geometric spanner is the Path-Greedy spanner in-
troduced by Althöfer et al. [3], see Algorithm 1. The Path-Greedy algorithm produces a t-
spanning graph with linear number of edges, bounded degree and bounded weight. The main
disadvantage of the Path-Greedy algorithm is its high time complexity, which is O(n3 logn).
Therefore, many attempts were made to reduce the construction time and in parallel to
compute more efficiently other types of geometric spanners.

Various experiments showed that the Path-Greedy algorithm produces spanners whose
size, weight, and maximum degree are much lower than the spanners produced by other
approaches. In [7], Das and Narasimhan showed how to construct a spanner that approxi-
mates the Path-Greedy spanner in O(n log2 n/log logn) time. This spanner is known in the
literature as the approximate-Greedy. In [8], Farshi and Gudmundsson showed that while the
theoretical bounds of the approximate-Greedy spanner is similar to the original Path-Greedy
spanner with respect to the number of edges, the degree, and the weight of the graph, in
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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Algorithm 1 Path-Greedy(P, t)
Input: A set P of points in the plane and a constant t > 1
Output: A t-spanner G = (P,E) for P
1: L← the

(
n
2
)
pairs of distinct points sorted in non-decreasing order of their distances

2: E ← ∅
3: for all (p, q) ∈ L do
4: π ← length of the shortest path in G between p and q
5: if π > t · d(p, q) then
6: E ← E ∪ {(p, q)}
7: end if
8: end for
9: return G = (P,E)

practice the approximate-Greedy spanner behaves significantly worse with respect to these
properties. In [5], Bose et al. showed an algorithm that computes the Path-Greedy spanner
in O(n2 logn) time. Their algorithm maintains a stack for each point to be able to restore
the Dijkstra algorithm computation. In [1, 2, 6], the authors also considered simplifying the
Path-Greedy, and introduced algorithms that are more efficient in practice, e.g., linear in
space.

In [4], Bar-On and Carmi introduced the δ-Greedy t-spanner that has the same theoretical
and practical properties as the Path-Greedy spanner. They showed a simple algorithm that
computes δ-Greedy t-spanner in O(n2 logn) time.

In this paper we suggest a simplification to Bose et al. [5] algorithm construction. Our
algorithm is easier for understanding and implementation. In addition, to implement our
algorithm we require to maintain simple data structures. Moreover, even though both
algorithms have the same theoretical running time, our algorithm in practice is potentially
more efficient.

2 A Simple Near-Quadratic Greedy Algorithm

In this section, we show how to simplify the algorithm presented by Bose et al. [5], which
computes the Path-Greedy spanner in near-quadratic time. The main difference is that in
our algorithm there is no need to maintain a stack for the Dijkstra re-computation for each
point. Notice that the hardest part to implement in Bose et al. [5] algorithm is the stacks,
that are needed to maintain the required information for performing the undo operations
on the Dijkstra computations.

The high-level description of our algorithm is similar to Algorithm 3.2 introduced by
Bose et al. in [5], as presented in Section 2.1

2.1 Algorithm description
The high-level description of Algorithm 2 is as follows:
(i) For each point in P , initialize an empty Dijkstra’s priority queue, and for each pair (u, v),

set its entry in the weight-matrix with the value wt(u, v) =∞ if u 6= v, and wt(u, v) = 0
otherwise.

(ii) Sort the
(

n
2
)
pairs of distinct points in P in non-decreasing order of their distances, and

partition them into buckets, such that bucket i contains the set of pairs Ei of distance
between Li and 2Li.
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(iii) Process the buckets in the sorted order, and for each bucket i:
for each point in P , run Bounded-Dijkstra (SSSP) up to 2tLi. More precisely, for each
point p ∈ P , run Dijkstra until the key in p’s priority queue is at most 2tLi; and
for each pair (u, v) ∈ Ei in sorted order, if wt(u, v) > t · d(u, v), then add (u, v) to
E and make local updates in the weight-matrix, such that all entries that correspond
to pairs in Ei are equal to the shortest-path distance in the updated graph G (i.e.,
update the weight of all points that are not too “far away” from u or v).

In Algorithm 3.2 [5], after adding the edge (u, v), all the points that are in the vicinity
of at least one of the endpoints u or v are updated. The update is performed by exe-
cuting Dijkstra-Undo and then Bounded-Dijkstra again, while updating the priority queue
and the weight-matrix for each updated point. The Dijkstra-Undo runs Dijkstra’s algo-
rithm backwards as long as the minimum key in the priority queue PQp of p is at least
min {(t− 1/2)Li, Li)}. In order to perform the Dijkstra-Undo, the algorithm maintains a
stack τp for each p ∈ P containing all the operations of the SSSP from p. In our algorithm,
we find the points that lie in the vicinity of u (and similarly of v), by traversing all the
points, such that their distance from u is between 0 to 2tLi− d(u, v), scanning in increasing
distance. For each such point p (i.e., wt(p, u) ≤ 2tLi − d(u, v)), we traverse all the points q,
such that wt(v, q) ≤ 2tLi − [wt(p, u) + d(u, v)]; see Figure 1. Then, for each such q, update
wt(p, q) and wt(q, p) in the weight-matrix to the minimum between its current value and
wt(p, u) + d(u, v) + wt(v, q).

u

v

q

p

2tLi − d(u, v)

2tLi − d(u, v)− wt(p, u)

Figure 1 Updating the points in the vicinity of an added edge (u, v).

In Algorithm 3.2 [5] (Line 20), after processing all the edges of bucket i, and before
proceeding to next bucket, the algorithm performs Dijkstra-Undo to update all keys in the
priority queues of all the points which may be affected by the addition of the edges of bucket
i to the resulted spanner. In our algorithm, to update these keys in the priority queues, we
run Procedure 3, before proceeding to the next bucket. In this procedure, for every edge
(u, v) in bucket i that was added to the resulted graph, we update the priority queue PQp

for all the points p ∈ P , such that wt(p, u) < 2tLi or wt(p, v) < 2tLi. That is, we update
the key of u (resp., of v) in the priority queue of p to be the minimum between the current
value and wt(p, u) + d(u, v) (resp., wt(p, v) + d(u, v)). Similarly, we update the key of p in
the priority queue of u and in the priority queue of v.

To summarize, we show that one can use only local information that already exists in
the weight-matrix to update the distances between pairs of points that can be affected
from the addition of a new edge to the spanner. Actually, this modification results in less
computations required per point, since here we update only the relevant points while in [5]
this is not the case.
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Algorithm 2 Simplified-Path-Greedy(P, t)
Input: A set P of points in the plane and a constant t > 1
Output: the greedy t-spanner G(P,E)
1: for all u, v ∈ P do
2: wt(u, v)← 0
3: if u 6= v then
4: wt(u, v)←∞
5: end if
6: end for
7: E′ ←

(
n
2
)
pairs of distinct points, sorted in non-decreasing order of their distances

8: i← 1, E0 ← ∅
9: while E′ \(

⋃i−1
k=0 Ek) 6= ∅ do

10: Li ← distance of shortest pair in E′ \(
⋃i−1

k=0 Ek)
11: Ei ← sorted list of all pairs in E′ \(

⋃i−1
k=0 Ek) whose distances are in [Li, 2Li)

12: i← i+ 1
13: end while
14: l← i− 1
15: E ← ∅
16: G← (P,E)
17: for all u ∈ P do
18: PQu ← priority queue storing all v ∈ P with the key wt(u, v)
19: SWu ← data structure storing all v ∈ P in sorted order by wt(u, v)
20: end for
21: for i← 1, . . . , l do
22: for all u ∈ P do
23: Bounded-Dijkstra(G, u, 2tLi, PQu)
24: end for
25: EN ← ∅
26: for all (u, v) ∈ Ei (in sorted order) do
27: if wt(u, v) > t · d(u, v) then
28: E ← E ∪ {(u, v)}
29: EN ← EN ∪ {(u, v)}
30: for all p ∈ SWu s.t wt(p, u) ≤ 2tLi − d(u, v) (in sorted order) do
31: for all q ∈ SWv s.t wt(v, q) ≤ 2tLi − [wt(p, u) + d(u, v)] (in sorted order) do
32: d← wt(p, u) + d(u, v) + wt(v, q)
33: wt(p, q)← min (wt(p, q), d)
34: wt(q, p)← wt(p, q)
35: update SWp and SWq

36: end for
37: end for
38: end if
39: end for
40: Update(EN )
41: end for
42: return G
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Procedure 3 Update(EN )
Input: A set EN of new edges added in each iteration in Algorithm 2
1: for each (u, v) ∈ EN do
2: for each p ∈ SWu such that wt(p, u) < 2tLi do /* in sorted order */
3: δ ← wt(p, u) + d(u, v)
4: decrease the key of v in PQp to δ (if key > δ)
5: decrease the key of p in PQv to δ (if key > δ)
6: update SWp and SWu

7: for each p ∈ SWv such that wt(p, v) < 2tLi do /* in sorted order */
8: δ ← wt(p, v) + d(u, v)
9: decrease the key of u in PQp to δ (if key > δ)

10: decrease the key of p in PQu to δ (if key > δ)
11: update SWp and SWv

2.2 Correctness and running time
The correctness of our algorithm follows directly from the correctness of Algorithm 3.2 [5],
since they both perform the same required updates after adding an edge.

Next, we show that the running time of our algorithm is asymptotically similar to Al-
gorithm 3.2 [5]. There are two differences between our algorithm and Algorithm 3.2 [5]
with respect to the running time. The first difference is that Algorithm 3.2 [5] preforms
Dijkstra-Undo and Bounded-Dijkstra, for every point that satisfies the update condition (see
Line 28 in Algorithm 3.2 [5]), and our algorithm scans all the points in increasing order, and
then, for each pair that satisfies our condition (see Lines 29-30 in Algorithm 2), it updates
the points’ weights in O(1) time, and its SW in O(logn) time (using data structure e.g.,
AVL or Skip-List). Observe that the number of pairs examined by our algorithm is a subset
of the pairs examined by the Bounded-Dijkstra executed in Algorithm 3.2 [5]. The second
difference is that our algorithm, updates the priority queue, PQp in the end of each bucket
for all p ∈ P , such that d(p, u) < 2tLi or d(p, v) < 2tLi for all (u, v) that was added to the
spanner in this bucket. To go through the points in increasing order, we use a data structure
for SW (e.g., AVL or Skip-List). To maintain the priority queue, we update each point in
O(logn) time (even though implementations with O(1) time exists, for simplicity, and since
this part does not affect the overall running time, we use O(logn) updating time). Finally,
for every p ∈ P , the number of times p can be included in such update process is bounded
by O(1/(t− 1)O(d)) for every bucket (as shown in Lemma 3 [5]). Maintaining the queues
and SW data structures takes O(1/(t− 1)O(d)n logn) time, since the number of buckets is
O(n). Executing Bounded-Dijkstra in the beginning of each bucket takes O(n logn) time,
and thus, the total running time of our algorithm is O(1/(t− 1)O(d)n2 logn).
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Lions and contamination, triangular grids, and
Cheeger constants
Henry Adams, Leah Gibson, and Jack Pfaffinger

Abstract
Suppose each vertex of a graph is originally occupied by contamination, except for those vertices
occupied by lions. As the lions wander on the graph, they clear the contamination from each vertex
they visit. However, the contamination simultaneously spreads to any adjacent vertex not occupied
by a lion. How many lions are required in order to clear the graph of contamination? We give a lower
bound on the number of lions needed in terms of the Cheeger constant of the graph. Furthermore,
the lion and contamination problem has been studied in detail on square grid graphs by Brass et
al. and Berger et al., and we extend this analysis to the setting of triangular grid graphs.

Related Version arXiv:2012.06702v2

1 Introduction

In the “lions and contamination" pursuit-evasion problem [1, 2, 5], lions are tasked with
clearing a square grid graph consisting of vertices and edges. At the start of the problem,
all vertices occupied by lions are considered cleared of contamination, and the rest of the
vertices are contaminated. The lions move along the edges of the grid, and each new vertex
they occupy becomes cleared. However, the contamination can also travel along the edges
of the grid not blocked by a lion and re-contaminate previously cleared vertices. How many
lions are needed to clear the grid?

Certainly n lions can clear an n× n grid graph by sweeping from one side to the other.
One might conjecture that n lions are required to clear an n × n grid graph. However, in
general it is not yet known whether n−1 lions suffice or not. As a lower bound, the paper [2]
proves that at least bn

2 c+ 1 lions are required to clear an n× n grid graph. The details of
the discretization certainly matter, in the following sense. For a n× n× n grid graph, one
might expect that n2 lions are required, but [1] shows that when n = 3, only 8 = n2 − 1
lions suffice to clear a 3× 3× 3 grid.

We consider the case of planar triangular grid graphs, under various models of lion
motion. Given Rn,l, a planar parallelogram of height n vertices and length l vertices
triangulated by equilateral triangles, n lions suffice to clear Rn,l. However, we conjecture that
n lions do not suffice when all lions must move simultaneously. In the setting of simultaneous
motion (which we refer to as “caffeinated lions," as the lions never take a break), we show
that b 3n

2 c lions suffice to clear Rn,l. Furthermore, via a comparison with [1, 2], we show
that bn

2 c lions are insufficient to clear a triangulated rhombus, in which each side of the
rhombus has length n. Lastly, for an equilateral triangle discretized into smaller triangles,
with n vertices per side, we conjecture that n

2
√

2 lions are not sufficient to clear the graph.
In the setting of an arbitrary graph G, we give a lower bound on the number of lions

needed to clear the graph in terms of the Cheeger constant of the graph. The Cheeger
constant, roughly speaking, is a measure of how hard it is to disconnect the graph into two
pieces of approximately equal size by cutting edges [4]. The use of the Cheeger constant
in graph theory is inspired by its successful applications in Riemannian geometry [3]. Our
bound on the number of lions in terms of a graph’s Cheeger constant is quite general (it
holds for any graph), and therefore we do not expect it to be sharp for any particular graph.
We use Cheeger constants for “polite lions” where only one lion may move at a time. If we
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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let G be a connected graph with vertex set V and with volume Cheeger constant g, then
if k ≤ 1

2b
|V |
2 cg, then G cannot be cleared by k polite lions. The advantage of using the

volume Cheeger constant is that it gives a lower bound on the number of lions needed to
clear an arbitrary graph. That is not to say that the bound obtained by this method is near
the optimal number of lions. Rather, Theorems 2 and 3 gives a weak bound for any graph,
including graphs that do not have obvious symmetry that can be used to discover a better
bound.

We explain the connection to the Cheeger constant in Section 2, and give one result on
triangular grid graphs in Section 3.

2 Connection to Cheeger constant

In graph theory, the term Cheeger constant refers to a numerical measure of how much of a
bottleneck a graph has. The term arises from a related quantity, also known as a Cheeger
constant, that is used in differential geometry: the Cheeger constant of a Riemannian
manifold depends on the minimal area of a hypersurface that is required to divide the
manifold into two pieces [3]. For both graphs and manifolds, the Cheeger constant can be
used to provide lower bounds on the eigenvalues of the Laplacian (of the graph or of the
manifold). In the graph theory literature, there are several different quantities known as the
Cheeger constant, and they are each defined slightly differently. For some more background
and applications of Cheeger constants to graphs, see [4, Chapter 2]. In this section, we show
a relationship between the Cheeger constant of a graph and the number of lions needed to
clear this graph of contamination.

Let us simplify the lion and contamination problem a bit. Recall a graph with polite lions
is one in which at each turn, at most one lion can move. We will now define a new value for
our graph, which we will call the volume Cheeger constant.

I Definition 1. For a graph G, let the S be a subset of vertices and define the volume
Cheeger constant to be

g := min
{ |∂S|

min{|S|, |S|} : S ⊆ V (G), S 6= ∅, S 6= V (G)
}

,

where ∂S = {v ∈ S | uv ∈ E(G), u /∈ S} (i.e. the set of boundary vertices), and S is the set
V (G) \ S. Note that ∂S is defined differently than the vertex boundary used in [4] (for us,
∂S is a subset of S instead of S), but this doesn’t affect the value of the volume Cheeger
constant).

For a connected graph, we have 0 < g ≤ 1. For the upper bound, consider a connected
graph G. If |S| = 1, then min{|S|, |S|} = 1 and since G is connected, |∂S| = 1. Thus any
connected graph has a volume Cheeger constant at most 1 since g takes the minimum of
all vertex subsets. For the lower bound, note that if S is neither empty nor all of V (G),
then |∂S| ≥ 1 when G is connected. If G is disconnected then g = 0 since |∂S| = 0 if you
take S to be a connected component. Roughly speaking, a larger g tells us that overall the
graph has more connections; a smaller g says that the graph is easier to break into pieces.
Consider the graphs in Figure 1 for a few examples of Cheeger constants.
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Figure 1 From left to right, the volume Cheeger constants are g = 1
5 , g = 1

3 , g = 2
5 . These

Cheeger constants can be realized by taking the blue vertices to be set S.

We now give lower bounds on the number of lions needed to clear a graph in terms of
the volume Cheeger constant. We do this first for polite lions, and then next for arbitrary
lions.

I Theorem 2. Let G be a connected graph with vertex set V and with volume Cheeger
constant g. If k ≤ 1

2b
|V |
2 cg, then G cannot be cleared by k polite lions.

Proof. Suppose that k ≤ 1
2b
|V |
2 cg impolite lions can clear G. Since the number of cleared

vertices can increase by at most one in each step with polite lions, in the process of clearing
there must be a time t satisfying |C(t)| = b |V |2 c. Now, by the definition of the Cheeger
constant g, we have |∂C(t)| ≥ b |V |2 cg. Since 2k ≤ |∂C(t)|, this implies by Lemma 5 from
the following section that |C(t + 1)| ≤ |C(t)|. Therefore the number of cleared vertices is
always at most b |V |2 c, contradicting the clearing of G with k lions. J

I Theorem 3. Let G be a connected graph with volume Cheeger constant g. If k ≤ g|V |
4+g ,

then G cannot be cleared by k lions.

Proof. If k ≤ g|V |
4+g , then it follows that k(2 + g

2 ) ≤ g|V |
2 , and hence 2k ≤ g( |V |2 − k

2 ). This
implies that for any x satisfying 0 ≤ x ≤ k

2 , we have 2k ≤ g( |V |2 − x). By definition of the
volume Cheeger constant, g ≤ |∂S|

|V |
2 −x

, where S is any subset of V of size |V |2 ±x. Combining

these two facts implies that for any x satisfying 0 ≤ x ≤ k
2 , we have 2k ≤ g( |V |2 − x) ≤ |∂S|,

where S ⊆ V is any set of size |S| = |V |
2 ± x. By Lemma 4 from the following section the

size of the cleared set can increase by at most k in any step. Therefore there is some time t

when the number of cleared vertices is within ±k
2 of |V |2 and when |C(t + 1)| > |C(t)|. But

since 2k ≤ |∂C(t)| at this time step t, Lemma 5 then implies that the number of cleared
vertices cannot increase in the next set, giving a contradiction. Therefore k lions do not
suffice to clear graph G. J

The advantage of using the volume Cheeger constant is that it gives a lower bound on
the number of lions needed to clear an arbitrary graph. That is not to say that the bound
obtained by this method is near the optimal number of lions. Rather, Theorems 2 and 3
give a weak bound for any graph, including graphs that do not have obvious symmetry that
can be used to discover a better bound.

For example, if the volume Cheeger constant is g = 1, which happens if G is a complete
graph, then Theorem 3 implies that at least |V |/5 lions are needed to clear the graph G. If
g = 1

2 , then Theorem 3 says that at least |V |/9 lions are needed.
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3 Insufficiency of bn
2 c lions on a triangulated square

We will use some of the methods and proofs from [1] to show that bn
2 c (non-caffeinated)

lions cannot clear Rn := Rn,n where Rn,n is a planar graph which forms a parallelogram of
height n vertices and length n vertices, subdivided into a grid of equilateral. In this proof,
we stretch the “rhombus” graph Rn to instead be drawn as a square triangulated by right
triangles. It should be noted that this grid holds all of the same properties as before (the
isomorphism type of the graph is unchanged).

We define Sn to be the n×n square grid graph discussed in [1]; see Figure 2. When each
square is subdivided via a diagonal edge, drawn from the top left to the bottom right, then
we obtain a graph isomorphic to Rn as shown in Figure 3.

Figure 2 The graph S5. Figure 3 R5 with right triangles.

The following two lemmas from [1] hold in an arbitrary graph.

I Lemma 4 (Lemma 1 of [1]). Let k be the number of lions on a graph. The number of
cleared vertices cannot increase by more than k in one time step.

I Lemma 5 (Lemma 2 of [1]). Let k be the number of lions. If there are at least 2k boundary
vertices in the set C(t) of cleared vertices, then the number of cleared vertices cannot increase
in the following step: |∂C(t)| ≥ 2k implies |C(t + 1)| ≤ |C(t)|.

For the specific case of square grid graphs Sn, [1] defines a “fall-down transformation".
This transformation T takes any subset of the vertices of Sn, and maps it to a (potentially
different) subset of the same size. The first step in the fall-down transformation, roughly
speaking, is to allow gravity to act on the subset of vertices, so that each vertex falls as
far as possible towards the bottom of its column. The number of vertices in any column
remains unchanged by this step. The second step in the fall-down transformation is to then
allow a horizontal force to act on the current subset of vertices, so that each vertex moves
as far as possible to the left-hand side of its row, maintaining the number of vertices in any
row.

In the case of a square grid Sn, [1] proves that the fall-down transformation does not
increase the number of boundary vertices in a set:

I Lemma 6 (Lemma 4 of [1]). In the graph Sn, the fall-down transformation T is monotone,
meaning that the number of boundary vertices in a subset S of vertices from Sn does not
increase upon applying the fall-down transformation.

Since the vertex set of Sn is the same as the vertex set of Rn, we immediately get a fall-
down transformation T that maps a subset of vertices in Rn to a subset of vertices in Rn.
We will show that this new fall-down transformation has the same monotonicity property,
which is not a priori clear as the boundary of a set of vertices in Sn might be smaller than
the boundary of that same set of vertices in Rn. Another comment is that when defining
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the fall down transformation T on Sn, the choice of down vs. up or of left vs. right does not
matter. But these choices do matter when defining a fall-down transformation on Rn, due
to the diagonal edges as drawn in Figures 3 and 4. We want to emphasize we have chosen
to map down and to the left; the following lemma in part depends on this choice.
I Lemma 7. Let S be a set of vertices in Rn (or equivalently, in Sn). The set of boundary
vertices of T (S) in Rn is the same as the set of boundary vertices of T (S) in Sn.

Figure 4 Rn. Figure 5 Sn.

Proof. We will show that the set of boundary vertices of T (S) in Rn is the same as the set
of boundary vertices of T (S) in Sn. First suppose that a vertex v of T (S) is a boundary
vertex in Rn. Referring to the diagram in Figure 4, this implies that one of d, c, b or a is
not in T (S). However, we can reduce this to the case that one of c or b is not in T (S), since
d /∈ T (S) ⇒ c /∈ T (S), and since a /∈ T (S) ⇒ b /∈ T (S). If c /∈ T (S), then v is a boundary
vertex of T (S) in both Rn and Sn. The same is true if b /∈ T (S). This proves that if v is a
boundary vertex of T (S) in Rn, then it is a boundary vertex of T (S) in Sn. But, referring
to Figure 5, if v is a boundary vertex of T (S) in Sn, then one of c or b is not in T (S), which
implies that v is a boundary vertex of T (S) in Rn as well. Therefore the set of boundary
vertices of T (S) in Rn is the same as the set of boundary vertices of T (S) in Sn. J

We know that T is monotone on Sn, i.e. that the number of boundary vertices does not
increase as a result of applying T . Lemma 7 therefore immediately implies that T is also
monotone on Rn, i.e. that the number of boundary vertices of a set S in Rn is no more than
the number of boundary vertices of T (S) in Rn.
I Corollary 8. In the graph Rn, the fall-down transformation T is monotone, meaning that
the number of boundary vertices in a subset S of vertices from Rn does not increase upon
applying the fall-down transformation.

This now brings us to the last lemma.
I Lemma 9 (Lemma 5 of [1]). Any vertex set S on Rn satisfying n2

2 − n
2 < |S| < n2

2 + n
2

has at least n boundary vertices.
Proof of Lemma 9. By Lemma 6, we know that the fall-down transformation T acts monotonically
on the number of boundary vertices in Rn. Thus the proof of Lemma 5 from [1] will also
hold for our grid graph with diagonal edges added. J

I Theorem 10. bn
2 c lions do not suffice to clear Rn.

Proof. Let the number of lions be k ≤ bn
2 c. The lions will eventually have to clear all n2

vertices. By Lemma 5, we know that |C(t + 1)| − |C(t)| ≤ k ≤ n
2 for all times t. Thus

there must be a time t where n2

2 − n
4 ≤ |C(t)| ≤ n2

2 + n
4 and |C(t + 1) ≥ |C(t)|. But by

Lemma 9, there are at least n boundary vertices of C(t) at time t, and so Lemma 5 tells us
that |C(t + 1)| ≤ |C(t)|, which is a contradiction. Thus k ≤ bn

2 c lions do not suffice to clear
Rn. J
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Abstract
We show in this note how to interpret logarithmic spiral tilings as one-dimensional particle systems
undergoing inelastic collapse. By deforming the spirals appropriately, we can simulate collisions
among particles with distinct or varying coefficients of restitution. Our geometric constructions
provide a strikingly simple illustration of a widely studied phenomenon in the physics of dissipative
gases: the collapse of inelastic particles.

1 Introduction

Collisions in a granular gas preserve momentum but not kinetic energy. Interactions are
dissipative, with the velocities of two colliding particles governed by a stochastic matrix
( p qq p ), for p ≤ 1/2. When the coefficient of restitution, defined as r = 1 − 2p, is less than
1, the collisions are inelastic and the particles may collapse to a single point in a finite
amount of time: this intriguing phenomenon of inelastic collapse was first investigated in
one dimension by Bernu & Mazighi [2] and McNamara & Young [6]. Further studies and
extensions to a larger number n of particles were given in [1, 2, 3, 4, 5, 6, 7, 8]. In the case
n = 3, inelastic collapse requires r < 7−4

√
3 [4, 6, 7], while in general the requirement is that

n & 2(ln 2)/(1− r). Matching constructions for large n exist but entail intricate eigenvalue
estimates [1, 2]. We rederive these bounds by simple geometric means, and we also extend
them to other types of collisions. Our particle systems are derived from one-dimensional
projections of spiral tilings of a disk (see §2). Using different spirals allows the presence
of particles with different coefficients of restitution (see §3). The notable feature of our
arguments is to be entirely geometric.

2 The Inelastic Collapse of Identical Particles

We describe the dynamics of n identical particles moving towards the center of a disk and
colliding along the way. The one-dimensional system is derived by projection to a line. We
begin with the geometry of the system, which is a quadrilaterial tiling of the complex unit
disk by logarithmic spirals.

2.1 Spiral tilings
Fix 0 < λo < 1 and let Cα =

{
λ
|ϕ−α|
o eiϕ |ϕ ∈ R

}
. The curve Cα consists of two logarithmic

spirals running clockwise and counterclockwise from the point eiα. The family {Cα}0≤α<2π

∗ This work was supported in part by NSF grant CCF-2006125.
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8:2 A Geometric Approach to Inelastic Collapse

forms two foliations of the unit complex disk D (minus the origin). Whereas no pair of
spirals going in the same direction meet, the other pairs intersect infinitely often along the
diameter bisecting their starting points. Fix an integer n > 2 and write θ = π/n. We rectify
the spiral Cα by creating the vertices λ|kθ−α|o eikθ for all k ∈ Z; then we join consecutive pairs
by straightline segments, which produces the polygonal spiral CRα in Figure 1(i).

Figure 1 (i) The spirals Cα and CRα , for α = 0 and θ = π/3; (ii) an (n, λ)-tiling for a system of
2n = 12 colliding particles.

The collection of polygonal curves
{
CR2jθ | 0 ≤ j < n

}
forms an infinite sequence of nested

concentric similar 2n-gons Pk := λeiθPk−1, where λ = λθo and P0 is the outer “star" shown in
Figure 1(ii): its vertices eilθλ(1−(−1)l)/2 run in counterclockwise order (0 ≤ l < 2n). To ensure
that the shape is indeed a star, every other vertex of P0 needs to be reflex, which requires
that λ < cos θ. This partitions the polygon P0 into an infinite collection of similar convex
quadrilaterals, which forms an (n, λ)-tiling. We define the fundamental ratio ρ := ae/ac of
the (n, λ)-tiling and justify its name by noting that it is independent of the polygon Pk used
to define it. Referring to Figure 1(ii), we observe that ac = 1− λ cos θ and ae = λ cos θ − λ2

and that, for any 0 < λ < cos θ,

ρ = λ(cos θ − λ)
1− λ cos θ and 0 < ρ < 1 . (1)

2.2 Particles traveling in a disk
Place two particles at each one of the n outer vertices of P0 and set them in motion along
the two incident edges with a speed equal to bc. We show below that the particles will
zigzag toward the center (as in the trajectory c, b, e, f, g, . . .) provided that the coefficient of
restitution r is equal to ρ < 1, where r = 1− 2p; recall that, whenever two particles with
velocities u, v ∈ C collide, they bounce away from each other and update their velocities as
follows: (

u

v

)
←

(
p q

q p

)(
u

v

)
;

where 0 < p < q < 1 and p+ q = 1.
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I Lemma 2.1. The 2n particles travel along the edges of the tiling through pairwise collisions
if and only if the fundamental ratio ρ is equal to the coefficient of restitution r. If each
particle spends one unit of time on the boundary ∂P0, then it travels on ∂Pk for a duration
of δk, where δ = λ2/ρ. The total travel time is bounded if and only if λ < 1

cos θ − tan θ, in
which case it is equal to 1/(1− δ).

Proof. For convenience, we tilt the tiling by θ to put b and f on the X-axis (Figure 2). Two
particles travel from c and h to b with velocity u and v respectively. The first one bounces
at b and proceeds with velocity u′ = pu+ qv. Since ux = vx and uy = −vy, we have u′x = ux
and u′y = −ruy; therefore |slope(u′)| = r|slope(u)|. By similarity, bc and ef are parallel; hence
|slope(u′)| = r|slope(ef)|. The consistency of the particle collision with the tiling means that
u′ should be parallel to the segment be. The condition thus becomes |slope(be)| = r|slope(ef)|;
hence r = mf/mb = ρ.

Figure 2 How colliding particles follow the edges of the (n, λ)-tiling. The coefficient of restitution
must be equal to the ratio ρ = mf/mb.

If the particle travels from c to b in one unit of time, then uy = ac and u′y = −ruy = −rac.
It follows that the time δ for the particle to bounce from b to e is equal to me/|u′y| =
1
rme/ac = λ2/r. More generally, δ is the ratio between the time spent on be and that
spent on cb. By symmetry, the same ratio δ holds between the travel times along any two
consecutive edges on the trajectory. This follows from the fact that the travel time along an
edge is itself a ratio length/speed and that, from one boundary ∂Pk to the next, ∂Pk+1, the
ratio between consecutive lengths is independent of k and the same is true of consecutive
speeds. This implies a travel time of δk on ∂Pk. Convergence implies that δ < 1, which,
by (1), means that λ must be less than the smaller root of λ2 cos θ − 2λ+ cos θ (since the
larger one exceeds 1). This gives us the inequality λ < (1 − sin θ)/ cos θ. Note that this
condition is not implied by the previous requirement that 0 < λ < cos θ. J

By (1), setting r = ρ for any λ < cos θ produces a valid particle system traveling inward
through the (n, λ)-tiling. Of course, the interesting question is whether this holds for any value
of the coefficient of restitution. We address this issue below in the context of one-dimensional
systems.

EuroCG’21



8:4 A Geometric Approach to Inelastic Collapse

2.3 One-dimensional collapse
The real parts of the 2n particles’ positions in the unit disk D describe a one-dimensional
particle system. To see why, it is useful to distinguish between the positive particles, those
numbered 1, . . . , n counterclockwise around D, from the others, the negative particles. The
name comes from the fact that the positive (resp. negative) particles always remain in the
upper (resp. lower) complex halfplane. Each positive particle j is naturally paired with the
negative particle 2n+ 1− j, since their trajectories are conjugate. Particles can only collide
with other particles of the same sign or with their conjugates; in the latter case, the collision
does not alter the motion along the real axis. All the other collisions occur in conjugate
pairs. This shows that the real-axis motion of the positive particles alone constitutes a bona
fide collision system over n particles with the same coefficient of restitution.

I Theorem 2.2. Fix any integer n > 2, and write θ = π/n and r0 = (1− sin θ)/(1 + sin θ).
Given any positive coefficient of restitution r ≤ r0, there is a scaling factor λ such that
the line projection of the (n, λ)-tiling forms the trajectory of a one-dimensional n-particle
system exhibiting inelastic collapse. The collapse time is r/

(
r − λ2) for any r < r0 and

λ = q cos θ − (q2 cos2 θ − r)1/2, where q = (1 + r)/2.

Proof. Setting r = ρ in (1) yields the quadratic equation

λ2 − 2q(cos θ)λ+ r = 0; (2)

hence λ = q cos θ ±
√
q2 cos2 θ − r . The roots need to be real; hence sin θ ≤ p/q or,

equivalently, r ≤ r0. We verify that 0 < λ < cos θ, as required of a valid (n, λ)-tiling, which
is a consequence of

√
q2 cos2 θ − r < p cos θ. By Lemma 2.1, the collapse time is infinite if

δ = λ2/r ≥ 1 and equal to
∑
k≥0 δ

k = 1/(1 − δ) = r/(r − λ2) if δ < 1. The smaller root
of (2), if strictly smaller, always satisfies the latter condition while the larger one never does.
This follows from the fact that λ−λ+ = r, q cos θ ≥ √r, and λ+ ≥ q cos θ; hence λ2

+ ≥ r. J

In our construction, the upper bound on the coefficient of restitution is (1−sin θ)/(1+sin θ).
As n goes to infinity, this gives us n & 2π/(1 − r), which matches the bounds from [1, 2].
For n = 3, our construction rediscovers the classic bound of 7− 4

√
3 [4, 6, 7].

3 Distinct Coefficients of Restitution

Our construction does not require a fixed scaling λ. Instead of placing the vertices on
circles of radius λk for k ≥ 0, we can use an arbitrary decreasing radius sequence (λk)k≥0,
with λ0 = 1. We assign a coefficient restitution rk for the collisions at radius λk; the
dependency on k might reflect a gain or loss of elasticity after repeated collisions. For
notational convenience, let p = (1− r1)/2, λ = λ1, and µ = λ2. By reference to Figure 3, we
now kick a particle from a to b with velocity u = b− a (using complex numbers), and one
from c to b with velocity v = b− c. Post-collision, the first particle travels from b to d with
velocity u′ = pu+ (1− p)v = σ1(d− b), for some σ1 > 0; hence b− c+ p(c− a) = σ1(d− b).
Since a = 1, b = λeiθ, c = e2iθ, and d = µ, we divide the equation by eiθ and find that

λ− eiθ + 2pi sin θ = σ1
(
µe−iθ − λ);

therefore, λ− cos θ = σ1(µ cos θ − λ) and r1 = σ1µ. More generally, for k > 0, we replace λ
and µ by λk and λk+1, respectively, and we scale the relations by λk−1:

σk = λk−1 cos θ − λk
λk − λk+1 cos θ and rk = cos θ − λk/λk−1

λk/λk+1 − cos θ . (3)
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Of course, we retrieve the relation r = ρ in (1) in the case λk = λk corresponding to having
fixed coefficients of restitution.

Figure 3 An irregular tiling.

3.1 Finite-time inelastic collapse
From the relation u′ = σ1(d− b), we see that the time spent crossing bd is precisely 1/σ1.
More generally, 1/σk is the time spent on the (k + 1)-st star polygon, given a unit travel
time on the previous polygon. It follows that the total travel duration is the sum of all the
products of the form 1/σ1 · · ·σk, which is

1 +
∞∑

k=1

k∏

j=1

λj − λj+1 cos θ
λj−1 cos θ − λj

. (4)

By projection onto the real line, finite-time inelastic collapse is guaranteed if

λk+1 ≥
1 + c

cos θ λk − cλk−1,

for some fixed c < 1. Again, we can check that, if λk = λk, then bounded travel time means
that λ < 1

cos θ − tan θ, as claimed in Lemma 2.1.

3.2 Red-blue particles
Consider two species of particles, blue and red. The blue particles collide together with the
coefficient of restitution r1 and the same is true of the red ones. Particles of different colors,
however, collide with the coefficient r2. Arrange the particles as usual, with the sequence
blue, blue, red, red, blue, blue, red, red, etc. Set the scaling factor λk = µj if k = 2j, and
λk = λµj if k = 2j + 1. By ( 3), we choose

r1 = µ(cos θ − λ)
λ− µ cos θ and r2 = λ cos θ − µ

1− λ cos θ .

Each factor in (4) is of the form

λj − λj+1 cos θ
λj−1 cos θ − λj

=
{
µ(1− λ cos θ)/(λ cos θ − µ) = µ/r2 if j is even
(λ− µ cos θ)/(cos θ − λ) = µ/r1 else .
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The travel time is finite if µ2 < r1r2, which is

µ(λ− µ cos θ)(1− λ cos θ) < (cos θ − λ)(λ cos θ − µ).
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Abstract
Given a set P of n points and an integer k, we wish to place k facilities on points in P so that the
minimum distance between facilities is maximized. The problem is called the k-dispersion problem,
and the set of such k points is called a k-dispersion of P . Note that the 2-dispersion problem
corresponds to the computation of the diameter of P . Thus the k-dispersion problem is a natural
generalization of the diameter problem. In this paper we consider the case of k = 3, which is the
3-dispersion problem, when P is in convex position. We give an O(n2)-time algorithm to compute
a 3-dispersion of P .

1 Introduction

The facility location problem and many of its variants have been studied [11, 12]. Typically,
given a set P of points in the Euclidean plane and an integer k, we wish to place k facilities
on points in P so that a designated function on distance is minimized. In contrast, in the
dispersion problem, we wish to place facilities so that a designated function on distance is
maximized.

The intuition of the problem is as follows. Assume that we are planning to open several
coffee shops in a city. We wish to locate the shops mutually far away from each other to avoid
self-competition. So we wish to find k points so that the minimum distance between the
shops is “maximized”. See more applications, including result diversification, in [9, 20, 21].

Now, we define the max-min k-dispersion problem. Given a set P of n points in the
Euclidean plane and an integer k with k < n, we wish to find a subset S ⊂ P with |S| = k

in which the cost cost(S) = minu,v∈S d(u, v) is maximized, where d(u, v) is the distance
between u and v in P . Such a set S is called a k-dispersion of P . This is the max-min
version of the k-dispersion problem [20, 24]. Several heuristics to solve the problem are
compared [14]. The max-sum version [6, 7, 8, 9, 10, 15, 17, 20] and a variety of related
problems [4, 6, 10] are studied.

The max-min k-dispersion problem is NP-hard even when the triangle inequality is satis-
fied [13, 24]. An exponential-time exact algorithm for the problem is known [2]. The running
time is O(nωk/3 logn), where ω < 2.373 is the matrix multiplication exponent.
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 79, 2021.
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y

z

x

Figure 1 An example of 3-dispersion. {x, y, z} is a 3-dispersion.

The problem in the D-dimensional Euclidean space can be solved in O(kn) time for
D = 1 if a set P of points are given in the order on the line and is NP-hard for D = 2 [24].
One can also solve the case D = 1 in O(n log logn) time [3] by the sorted matrix search
method [16] (see a good survey for the sorted matrix search method in [1, Section 3.3]), and
in O(n) time [2] by a reduction to the path partitioning problem [16]. Even if a set P of
points are not given in the order on the line the running time for D = 1 is O((2k2)kn) [5].
Thus if k is a constant we can solve the problem in O(n) time.

If P is a set of points on a circle, and the points in P are given in the order on the
circle, and the distance between them is the distance along the circle, then one can solve
the k-dispersion problem in O(n) time [23].

For approximation, the following results are known. Ravi et al. [20] proved that, unless P
= NP, the max-min k-dispersion problem cannot be approximated within any constant factor
in polynomial time, and cannot be approximated with a factor less than two in polynomial
time when the distance satisfies the triangle inequality. They also gave a polynomial-time
algorithm with approximation ratio two when the triangle inequality is satisfied.

When k is restricted, the following results for the D-dimensional Euclidean space are
known. For the case k = 3, one can solve the max-min 3-dispersion problem in O(n2 logn)
time [18]. For k = 2, the 2-dispersion of P corresponds to the computation of the diameter
of P , and one can compute it in O(n logn) time [19].

In this paper we consider the case where P is a set of points in convex position.
and d is the Euclidean distance. See an example of a 3-dispersion of P in Figure 1. By

the brute force algorithm and the algorithm in [18] one can compute a 3-dispersion of P in
O(n3) and O(n2 logn) time, respectively, for a set of points on the plane. In this paper we
give an algorithm to compute a 3-dispersion of P in O(n2) time using the property that P
is a set of points in convex position.

2 Preliminaries

Let P be a set of n points in convex position on the plane. In this paper, we assume n ≥ 3.
We denote the Euclidean distance between two points u, v by d(u, v). The cost of a set
S ⊂ P is defined as cost(S) = minu,v∈S d(u, v). Let S3 be the set of all possible three points
in P . We say S ∈ S3 is a 3-dispersion of P if cost(S) = maxS′∈S3 cost(S′).

We have the following two lemmas.

▶ Lemma 2.1. If a triangle with corner points pi, pr, pℓ satisfies d(pi, pr) ≥ L, d(pi, pℓ) ≥ L

and d(pℓ, pr) < L for some L, then ∠pℓpipr < 60◦.
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Figure 2 Illustrations for the square submatrix Di of D for pi.

▶ Lemma 2.2. If a triangle with corner points pi, pr, pℓ satisfies d(pi, pr) < L, d(pi, pℓ) < L

and d(pℓ, pr) ≥ L for some L, then ∠pℓpipr > 60◦.

3 Algorithm

Let P = (p1, p2, . . . , pn) be the set of points in convex position and assume that they appear
clockwise in this order. Let D be the distance matrix of the points in P , that is, the element
at row y and column x is d(py, px). Let C1 = {d(pi, pj) | 1 ≤ i < j ≤ n}. The cost of a
3-dispersion in P is the distance between some pair of points in P , so it is in C1.

The outline of our algorithm is as follows. Our algorithm is a binary search and proceeds
in at most 2 log n stages. For each stage j = 1, 2, . . . , k, where k is at most 2 logn, we
(1) compute the median rj of Cj , where Cj is a subset of Cj−1, which is computed in the
(j − 1)st stage (except the case of j = 1), (2) compute n square submatrices of D defined
by rj along the main diagonal in D, then (3) we check if some square submatrix among
them has an element greater than or equal to rj , or not. We prove later that at least one
square submatrix above has an element greater than or equal to rj if and only if P has a
3-dispersion with cost rj or more. If the answer of (3) is YES then we set Cj+1 as the subset
of Cj consisting of the distances greater than or equal to rj , otherwise we set Cj+1 as the
subset of Cj consisting of the distances less than rj . Note that in either case the cost of a
3-dispersion of P is in Cj+1 and |Cj+1| ≤ |Cj |/2 holds. Since the size of Cj+1 is at most
half of Cj and |C1| ≤ n2, the number of stages is at most logn2 = 2 logn.

Now, we explain the details of each stage. For the computation of the median in (1), we
simply use a linear-time median-finding algorithm [22].

Next, we explain the detail of (2) for each stage j. Given rj , for each pi ∈ P , we compute
the first point, say si ∈ P , on the convex polygon with d(pi, si) ≥ rj when we check the
points clockwise from pi. Similarly, we compute the first point, say ti ∈ P , on the convex
polygon with d(pi, ti) ≥ rj when we check the points counterclockwise from pi. See such
an example in Figure 3. Note that, when we check the points clockwise from si to ti, for
some point, say pc, d(pi, pc) < rj may hold. See Figure 3. For each pi we define a square
submatrix Di of D induced by the rows si, . . . , ti and the columns si, . . . , ti. See Figure 2(a).
Note that Di is located in D along the main diagonal. The square submatrix Di may appear
in D as four separated squares if it contains p1 on the clockwise contour from si to ti. See
Figure 2(b).

If we search each si independently by scanning then total running time for the search of
s1, s2, . . . , sn is O(n2) in each stage, and O(n2 logn) in the whole algorithm. We are going
to improve this. Since si+1 may appear before si on the clockwise contour (See Figure 4)

EuroCG’21
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Figure 3 An example of si and ti for pi. The drawn circle is a circle with the center of pi the
radius of length ri.
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Figure 4 si+1 may appear before si on the clockwise contour.

the search is not so simple.
We estimate the total number of distance checks for computing si of pi for each i =

1, 2, . . . , n in stage 1. Given r1, we check each point clockwise starting at pi, and si is the
first point from pi which has the distance r1 or more. It can be observed that the total
number of checks for the distance in stage 1 is at most n + |C1|/2 ≤ n + n2/2. In the
estimation, n checks are required for the pairs of (si, pi) for every i = 1, 2, . . . , n and |C1|/2
checks are required for the pairs (p, pi) which satisfies that p appears between pi and si
clockwise and d(p, pi) < r1, for every i = 1, 2, . . . , n. Remember that r1 is the median of
distances in C1. Then, in each stage j = 2, 3, . . . , k (k ≤ 2 logn), given rj , if the answer to
(3) of the preceding stage j − 1 is YES then we check each point clockwise starting at si of
the preceding stage j − 1 (since rj > rj−1 holds, all points before si of the preceding stage
are within distance rj from pi), otherwise we check each point clockwise starting again at
the starting point of the preceding stage j − 1. In either case we check at most n + n2/2j
points in total for the search for s1, s2, . . . , sn in the stage j, and at most 2n logn + 2n2

points for the whole algorithm. Note that the total number of checks in each stage j is n

for s1, s2, . . . , sn plus |Cj |/2 ≤ n2/2j for the points with distance less than rj from its pi.
Now, we give a lemma mentioned in (3). Assume that we are at stage j, and si and ti

for pi are given. If there is a set of three points in P containing pi with cost rj or more,
then the square submatrix Di has an element greater than or equal to rj . The reverse may
be wrong. If the submatrix Di for some pi has an element greater than or equal to rj at row
y and column x, it only ensures d(px, py) ≥ rj . That is, d(pi, px) < rj and/or d(pi, py) < rj
may hold. We show that this situation cannot occur in the following lemma.

▶ Lemma 3.1. The square submatrix Di of stage j has an element greater than or equal to
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Figure 5 An illustration for Lemma 3.1.

rj if and only if there is a set of three points S ⊂ P including pi with cost(S) ≥ rj.

Proof. If there is a set of three points S ⊂ P including pi with cost(S) ≥ rj then clearly
the square submatrix Di of stage j has an element greater than or equal to rj .

We only prove the other direction, that is, if the square submatrix Di of stage j has an
element greater than or equal to rj then there is a set of three points S ⊂ P including pi
with cost(S) ≥ rj . Assume that Di has an element greater than or equal to rj at row y and
column x, that is d(px, py) ≥ rj . We have the following four cases and in each case we show
that there exists a set S of three points such that cost(S) ≥ rj .

Case 1: d(pi, px) ≥ rj and d(pi, py) ≥ rj .
The set S = {pi, px, py} has cost(S) ≥ rj .

Case 2: d(pi, px) < rj and d(pi, py) < rj .
We show that, for S = {pi, si, ti}, cost(S) ≥ rj holds. We assume for a contradiction

that d(si, ti) < rj holds. Then, we have ∠sipiti < 60◦ by Lemma 2.1 and ∠pxpipy > 60◦ by
Lemma 2.2. This is a contradiction to the convexity of P .

Case 3: d(pi, px) < rj and d(pi, py) ≥ rj .
In this case, we show that the set {pi, si, py} attains cost(S) ≥ rj . Since, d(pi, py) ≥ rj

and d(pi, si) ≥ rj , we have to prove d(si, py) ≥ rj .
Assume for a contradiction that d(si, py) < rj holds. See Figure 5. Now, we first show

that {si, px, py} forms an obtuse triangle with the obtuse angle px, below. We focus on
the rectangle consisting of pi, py, px, and si. Since d(pi, py) ≥ rj and d(pi, si) ≥ rj , and
d(si, py) < rj , we have ∠sipipy < 60◦ by Lemma 2.1. Let p′ be the point on the line
segment between pi and si with d(pi, p′) = rj . Since ∠pip′px < 90◦ holds, we can observe
that ∠pisipx < 90◦ holds. Since d(pi, py) ≥ rj , d(px, py) ≥ rj , and d(pi, px) < rj , we
have ∠pipypx < 60◦ by Lemma 2.1. Now, the sum of the internal angles of the quadrangle
consisting of pi, si, px, and py implies that ∠sipxpy ≥ 150◦, and {si, px, py} are the points
of an obtuse triangle with obtuse angle at px. However d(px, py) ≥ rj and d(si, py) < rj ,
which is a contradiction.

Case 4: d(pi, px) ≥ rj and d(pi, py) < rj .
Symmetry to Case 3. Omitted. 2

Now, we are ready to describe our algorithm and the estimation of the running time.
First, as a preprocessing, we construct the set C1 = {d(pi, pj) | 1 ≤ i < j ≤ n} of distances
and n × n distance matrix D. Next, we repeat the following stage for each j = 1, 2, . . . , k,
where k ≤ 2 log n. (1) we compute the median rj of Cj , (2) compute si and ti of pi for
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i = 1, 2, . . . , n, and (3) check whether there exists an index i, (1 ≤ i ≤ n), such that the
maximum value of Di is greater than or equal to rj . Then, if such i exists, we set Cj+1 =
{d(pi, pj) ∈ Cj | d(pi, pj) ≥ rj}, otherwise, we set Cj+1 = {d(pi, pj) ∈ Cj | d(pi, pj) < rj}.

The analysis of the running time is as follows. The preprocessing can be done in O(n2)
time. For (1), we can compute the median rj of stage j in O(n/2j−1) time by using a linear-
time median-finding algorithm [22], and hence O(n2) time for the whole algorithm. The
computation for (2) can be done in O(n2) time in the whole algorithm, as described above.
For (3), after O(n2)-time preprocessing for D, we can compute the maximum element in the
given submatrix in D in O(1) time for each query by using the range-query algorithm [25],
so we need O(n) time for each stage and O(n logn) time for the whole algorithm. (For
a separated square as shown in Figure 2(b) we need four queries but total time is still a
constant.)

Now, we have our main theorem.

▶ Theorem 3.2. One can compute a 3-dispersion of P in O(n2) time if P is a set of n
points in convex position.
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Abstract
Green and Sisask showed that the maximal number of 3-term arithmetic progressions in n-element
sets of integers is dn2/2e; it is easy to see that the same holds if the set of integers is replaced
by the real line or by any Euclidean space. We study this problem in general metric spaces,
where a triple (a, b, c) of points in a metric space is considered a 3-term arithmetic progression if
d(a, b) = d(b, c) = 1

2 d(a, c). In particular, we show that the result of Green and Sisask extends to any
Cartan–Hadamard manifold (in particular, to the hyperbolic spaces), but does not hold in spherical
geometry or in the r-regular tree, for any r ≥ 3.

Related Version arXiv:2011.04410

1 Introduction

It was shown in [6, Theorem 1.2] that the maximal number of 3-term arithmetic progressions in
n-element sets of integers is dn2/2e (counting increasing, decreasing and constant progressions).
Combined with some tools from additive combinatorics, this result was used in [6] to obtain
their main result that dn2/2e is also the maximal number of 3-term arithmetic progressions
in n-element subsets of the additive group Z/pZ for prime p, provided that n/p is smaller
than some absolute constant. Additive structure is probably the most natural context of
arithmetic progressions, but it may be viewed also as a metric notion, which is the direction
we pursue here; we study the maximal number of 3-term arithmetic progressions in n-element
subsets of various metric spaces and examine how it relates to geometric properties of these
spaces.

I Definition 1.1. Let M be a metric space. We say that (a, b, c) ∈M3 is a 3-term arithmetic
progression in M if dM (a, b) = dM (b, c) = 1

2dM (a, c), where dM is the metric of M . For any
set A ⊆M , let

AT M (A) := {(a, b, c) ∈ A3 | dM (a, b) = dM (b, c) = 1
2dM (a, c)}

be the set of 3-term arithmetic progressions in the set A. For every positive integer n, let

µn(M) := max{|AT M (A)| : A ⊆M, |A| = n}

be the maximal number of 3-term arithmetic progressions in n-element subsets of M .

I Observation 1.2. Note that (b, b, b) ∈ AT M (A) for every b ∈ A and that if (a, b, c) ∈
AT M (A), then (c, b, a) ∈ AT M (A) as well.

As already mentioned, it was shown in [6] that µn(Z) = dn2/2e for every n, and the same
argument shows that for every n,

µn(R) = dn2/2e. (1)
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



10:2 Maximal number of 3-term arithmetic progressions in different geometries

This yields, by a simple projection argument, that the same is true for Euclidean spaces of
any dimension. We show that this extends to a rather large class of metric spaces. First,
let us recall some basic notions. Let M be a metric space; a curve γ : I →M , where I is a
connected subset of the real line, is a geodesic if dM (γ(y), γ(x)) = y − x for every x < y in I;
a set Γ ⊆ M is a geodesic segment with endpoints p, q if there is a geodesic γ : [a, b] → M

such that Γ = γ([a, b]), p = γ(a) and q = γ(b); the metric space M is uniquely geodesic if
any two distinct points in M are the endpoints of a unique geodesic segment; finally, a curve
γ : I →M , where I is a connected subset of the real line, is a local geodesic if around every
a ∈ I there is an open interval Ia such that the restriction of γ to I ∩ Ia is a geodesic.

I Theorem 1.3. Let M be a uniquely geodesic Riemannian manifold in which every local
geodesic is a geodesic. Then, µn(M) = dn2/2e for every n; moreover, any set A of n points
in M for which |AT M (A)| = dn2/2e is contained in the image of a geodesic.

The proof of Theorem 1.3 is given in section 2.
I Remark. In particular, Theorem 1.3 applies to the hyperbolic spaces, and more generally,
to any Cartan–Hadamard manifold, i.e., complete simply connected Riemannian manifold
that has everywhere nonpositive sectional curvature (see, e.g., [1, 4]). However, the result
does not extend to the wider class of Hadamard spaces, i.e., complete metric spaces of global
nonpositive curvature, in the sense of A. D. Alexandrov (note that each such metric space is
uniquely geodesic, and every local geodesic in it is a geodesic; see, e.g., [2, 3]). For instance,
let Tr be the (discrete) r-regular tree, r ≥ 2, equipped with the graph metric, and let T̂r be
the corresponding metric graph, where all the edges have unit length, which is a Hadamard
space. A simple computation shows that for every ball A in Tr,

|AT Tr
(A)| =

(
1
2 + (r − 2)2

2r2

)
|A|2 + 2(r − 2)

r2 |A|+ 2
r2 .

Since obviously µn(T̂r) ≥ µn(Tr) for every n, it follows that for every r ≥ 3,

lim sup
n→∞

µn(T̂r)
n2 ≥ lim sup

n→∞

µn(Tr)
n2 ≥ 1

2 + (r − 2)2

2r2 >
1
2 = lim

n→∞
dn2/2e
n2 .

Next, we consider the unit circle S1 = {u ∈ R2 : |u| = 1}, with respect to the arc length
metric.

I Theorem 1.4. For every n 6= 2,

µn(S1) = 1
2n

2 +





n n mod 4 = 0,
1
2n n mod 4 = 1,
2 n mod 4 = 2,
1
2n− 1 n mod 4 = 3.

The proof of Theorem 1.4 is given in section 3.
By considering subsets of the unit sphere S2 = {u ∈ R3 : |u| = 1} that are composed of

an appropriate set of n− 2 points on a great circle of the sphere and the pair of respective
poles, it is simple to show that for every n ≥ 2,

µn(S2) ≥ 1
2n

2 +





2n− 4 n mod 4 = 0,
5
2n− 8 n mod 4 = 1,
3n− 6 n mod 4 = 2,
5
2n− 7 n mod 4 = 3.

(2)
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We believe that this lower bound for µn(S2) is tight for every n ≥ 2. Note that combining
(2) with Theorem 1.4 yields that µn(S2) > µn(S1) for every n ≥ 5.

2 Proof of Theorem 1.3

Theorem 1.3 will follow from the following, more general, theorem.

I Theorem 2.1. Let M be a metric space, and let L be a family of subsets of M ; we will
refer to any set in L as a ‘line’. Assume that the following conditions hold:
1. Each line in L is isometric to a subset of the real line.
2. For any two distinct points in M there is a unique line in L containing them both.
3. For every nonconstant 3-term arithmetic progression (a, b, c) in M , the points a, b, c lie

on a common line in L (which is obviously unique, by the previous condition).
Then, µn(M) ≤ dn2/2e for every n; moreover, if µn(M) = dn2/2e, then any set A of n
points in M for which |AT M (A)| = dn2/2e is contained in a line in L.

Proof. Let A be a set of n points in M .
If A is contained in a line L ∈ L, then since L is isometric to a subset of the real line, it

follows from (1) that |AT M (A)| ≤ µn(L) ≤ µn(R) =
⌈
n2/2

⌉
.

Assume that A is not contained in a line in L. For every L ∈ L, let rL := |A ∩ L|. Let
LA := {L ∈ L | rL ≥ 2} be the set of lines ‘determined’ by the set A. For every L ∈ LA,
since L is isometric to a subset of the real line, it follows from (1) that

|AT M (A ∩ L)| − rL ≤ µrL
(R)− rL =

⌈
r2
L

2

⌉
− rL =

(
rL
2

)
−
⌊rL

2

⌋
≤
(
rL
2

)
− 1. (3)

For any two distinct points of A, there is a unique line in LA containing them both. Therefore,

∑

L∈LA

(
rL
2

)
=
(
n

2

)
, (4)

and moreover, since the points in A are not all on a single line, it follows from Fisher’s
inequality [5] that

|LA| ≥ n. (5)

For each nonconstant (a, b, c) ∈ AT M (A), there is a unique line in LA containing all three
points a, b, c. Hence,

|AT M (A)| − n =
∑

L∈LA

(|AT M (A ∩ L)| − rL) .

Therefore, by (3), (4) and (5),

|AT M (A)| − n ≤
∑

L∈LA

((
rL
2

)
− 1
)

=
(
n

2

)
− |LA| ≤

(
n

2

)
− n,

and hence, |AT M (A)| ≤
(
n
2
)
<
⌈
n2/2

⌉
, which concludes the proof. J

We proceed to prove Theorem 1.3. Consider the family of ‘lines’

L := {γ(I) | γ : I →M is a maximal geodesic},

where a geodesic is maximal if it cannot be extended to a geodesic with a larger domain.
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10:4 Maximal number of 3-term arithmetic progressions in different geometries

Any geodesic segment in M is contained in a unique line in L. Indeed, let Γ be a geodesic
segment in M , let p, q be its endpoints and let δ := dM (p, q). There is a unique geodesic
γ : [0, δ] → M such that γ([0, δ]) = Γ, γ(0) = p and γ(δ) = q. Since M is a Riemannian
manifold, γ may be uniquely extended to a maximal local geodesic γ̂ : I →M (i.e., a local
geodesic that cannot be extended to a local geodesic with a larger domain). Since each
local geodesic in M is a geodesic, it follows that γ̂(I) is the unique line in L containing the
geodesic segment Γ.

Let us verify that the metric space M and the family L of subsets of M satisfy all the
conditions of Theorem 2.1. For any geodesic γ : I → M , the set γ(I) is isometric to the
subset I of the real line; in particular, every line in L is isometric to a subset of the real line.
For any two distinct points p, q in M there is a unique geodesic segment Γ with endpoints
p, q, since M is uniquely geodesic; the unique line in L containing Γ is obviously the unique
line in L containing both p and q. Finally, if (a, b, c) is a nonconstant 3-term arithmetic
progression in M , then it is straightforward to show, since dM (a, b) + dM (b, c) = dM (a, c),
that the union Γ of a geodesic segment with endpoints a, b and a geodesic segment with
endpoints b, c is necessarily a geodesic segment with endpoints a, c; hence, the points a, b, c
lie on the line in L containing Γ.

Theorem 1.3 now follows from Theorem 2.1, upon taking an arbitrary nonconstant
geodesic γ : I → M and observing that for every n we may find an n-term arithmetic
progression An ⊂ I and then, µn(M) ≥ µn(γ(I)) = µn(I) ≥ |AT R(An)| = dn2/2e.

3 Proof of Theorem 1.4

For every pair of distinct points a, b in S1, let Ca,b be the open arc of S1 from a to b

counterclockwise, and let Ma,b be the midpoint of this arc.
First, we prove the lower bound in Theorem 1.4. We say that a set {p1, p2, . . . , pn} of

n ≥ 2 points in S1, where the points p1, p2, . . . , pn are ordered counterclockwise, is evenly
spread around the circle if dS1(p1, p2) = · · · = dS1(pn−1, pn) = dS1(pn, p1) = 2π/n. Let
F1 := {{a} | a ∈ S1} and for every n ≥ 2, let Fn be the family of all n-element subsets of S1

that are evenly spread around the circle. For every positive integer n which is divisible by 4,
let ρn be the rotation of S1 by an angle of π/n (counterclockwise) and let

F [−1]
n :={A \ {a} | A ∈ Fn, a ∈ A},
F [−2]
n :={A \ {a, b} | A ∈ Fn, a, b ∈ A such that dS1(a, b) ≤ π

2 and Ma,b,Mb,a ∈ A},
F [+1]
n :={A ∪ {a} | A ∈ Fn, ρn(a) ∈ A},
F [+2]
n :={A ∪ {a, b} | A ∈ Fn, a, b ∈ S1 such that ρn(a), ρn(b),Ma,b,Mb,a ∈ A}.

A straightforward computation yields that for every positive integer n,

|AT S1(A)| = 2nbn/4c+ n for any A ∈ Fn, (6)

and for every positive integer n which is divisible by 4,

|AT S1(A)| = 1
2 (n− 1)2 + 1

2 (n− 1)− 1 for any A ∈ F [−1]
n , (7a)

|AT S1(A)| = 1
2 (n− 2)2 + 2 for any A ∈ F [−2]

n , (7b)
|AT S1(A)| = 1

2 (n+ 1)2 + 1
2 (n+ 1) for any A ∈ F [+1]

n , (7c)
|AT S1(A)| = 1

2 (n+ 2)2 + 2 for any A ∈ F [+2]
n . (7d)
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The lower bound in Theorem 1.4 follows since if n mod 4 = 0, then |AT S1(A)| = 1
2n

2 + n for
any A ∈ Fn, by (6); if n mod 4 = 1, then |AT S1(A)| = 1

2n
2 + 1

2n for any A ∈ Fn ∪F [+1]
n−1 , by

(6) and (7c); if n mod 4 = 2 and n > 2, then |AT S1(A)| = 1
2n

2 + 2 for any A ∈ F [−2]
n+2 ∪F

[+2]
n−2 ,

by (7b) and (7d); finally, if n mod 4 = 3, then |AT S1(A)| = 1
2n

2 + 1
2n− 1 for any A ∈ F [−1]

n+1 ,
by (7a).

We proceed to prove the upper bound in Theorem 1.4. Let A be a set of n points in S1.
For any b ∈ A, denote

wA(b) := |{(x, y, z) ∈ AT S1(A) : y = b}|.

Note that wA(b) is odd for every b ∈ A, by Observation 1.2; hence, 1
2wA(a) + 1

2wA(b) is an
integer for every a, b ∈ A. Denote

P :=
{
{a, b} ⊆ A | a 6= b,

∣∣|A ∩ Ca,b| − |A ∩ Cb,a|
∣∣ ≤ 1

}
.

I Lemma 3.1. For any {a, b} ∈ P,
1
2wA(a) + 1

2wA(b) ≤
⌊
n
2
⌋

+ 1. (8)

Proof. Denote

Ha := {x ∈ S1 | dS1(a, x) ≤ π
2 }, Hb := {x ∈ S1 | dS1(b, x) ≤ π

2 }.

We may assume that the arc Ca,b is at least as long as the arc Cb,a, and that if the two
arcs have the same length then |A ∩ Ca,b| ≤ |A ∩ Cb,a|.

If (b, b, b) 6= (x, b, y) ∈ AT S1(A), then x, y are both in A ∩Hb and at least one of them is
in the arc Ca,b. Hence, wA(b) ≤ 1 + 2|A∩Hb ∩Ca,b|. Similarly, wA(a) ≤ 1 + 2|A∩Ha ∩Ca,b|
and hence,

1
2wA(a) + 1

2wA(b) ≤ 1 + |A ∩Ha ∩ Ca,b|+ |A ∩Hb ∩ Ca,b|. (9)

If the points a, b are antipodal, thenHa∪Hb = S1, Ha∩Hb = {Ma,b,Mb,a}, |A∩Ca,b| = bn−2
2 c

and hence,

|A ∩Ha ∩ Ca,b|+ |A ∩Hb ∩ Ca,b| = |A ∩ Ca,b|+ |A ∩ {Ma,b}| ≤
⌊
n−2

2
⌋

+ 1 =
⌊
n
2
⌋
. (10)

If the points a, b are not antipodal, then the set Ca,b ∩Ha ∩Hb is empty and hence

|A ∩Ha ∩ Ca,b|+ |A ∩Hb ∩ Ca,b| ≤ |A ∩ Ca,b| ≤
⌈
n−2

2
⌉

=
⌈
n
2
⌉
− 1 ≤

⌊
n
2
⌋
. (11)

Combining (9), (10) and (11) yields (8). J

I Observation 3.2. By examining closely the proof of Lemma 3.1, it follows that if {a, b} ∈ P
and 1

2wA(a) + 1
2wA(b) = n

2 + 1 (in particular, n is even), then the points a, b are antipodal,
the set A is invariant under the reflection of R2 through the line through the points a, b and
moreover, the points Ma,b,Mb,a are in A.

If n is odd, then by (8),

|AT S1(A)| =
∑

b∈A
wA(b) =

∑

{a,b}∈P

( 1
2wA(a) + 1

2wA(b)
)
≤ |P|

(
n−1

2 + 1
)

= 1
2n

2 + 1
2n,

which yields the desired upper bound if n mod 4 = 1. If n mod 4 = 3, then the desired upper
bound follows since |AT S1(A)| − n is even, by Observation 1.2, whereas

( 1
2n

2 + 1
2n
)
− n =

nn−1
2 is odd in this case.
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If n is even, then

|AT S1(A)| =
∑

b∈A
wA(b) = 2

∑

{a,b}∈P

( 1
2wA(a) + 1

2wA(b)
)
. (12)

Hence, if n mod 4 = 0 then |AT S1(A)| ≤ 2|P|
(
n
2 + 1

)
= 1

2n
2 + n, by (8), as desired. Finally,

suppose that n mod 4 = 2 and let

P0 :=
{
{a, b} ∈ P | 1

2wA(a) + 1
2wA(b) = n

2 + 1
}
.

If |P0| ≤ 1, then by (12) and (8),

|AT S1(A)| ≤ 2|P0|
(
n
2 + 1

)
+ 2 (|P| − |P0|) n2 = 1

2n
2 + 2|P0| ≤ 1

2n
2 + 2

as desired. To conclude the proof we will show that if r := |P0| > 1, then |AT S1(A)| < 1
2n

2+2.
Note that by Observation 3.2, each member of P0 is a pair of antipodal points. Suppose that
P0 = {{pi, pr+i}}r−1

i=0 , where the points p0, p1, . . . , p2r−1 are ordered counterclockwise. It
follows from Observation 3.2 that the set {p0, p1, . . . , p2r−1} is evenly spread around the circle
and moreover, r is odd, since n is not divisible by 4. Let s := r−1

2 . For every 0 ≤ i ≤ 2r − 1,
the point

ai := Mpi,p(i+1) mod 2r
= Mp(i−s) mod 2r,p(i+1+s) mod 2r

is in A, by Observation 3.2, since {p(i−s) mod 2r, p(i+1+s) mod 2r} ∈ P0. Using Observation 3.2
once more, it follows that there are m0,m1 such that for every 0 ≤ i ≤ 2r − 1,

|A ∩ Cpi,ai
| = mi mod 2, |A ∩ Cai,p(i+1) mod 2r

| = m(i+1) mod 2.

Necessarily m0 6= m1, since n is not divisible by 4. Now it is simple to show, by using an
argument similar to the one used to prove Lemma 3.1, that for every 0 ≤ i ≤ 2r − 1,

1
2wA(ai) + 1

2wA(bi) ≤ n
2 − 1,

where bi is the point in A for which {ai, bi} ∈ P. Hence, if we denote P1 := {{ai, bi}}2r−1
i=0 ,

then by (12) and (8),

|AT S1(A)| ≤ 2|P0|
(
n
2 + 1

)
+ 2|P1|

(
n
2 − 1

)
+ 2 (|P| − |P0| − |P1|) n2

= 1
2n

2 + 2 (|P0| − |P1|) < 1
2n

2 + 2.
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Abstract
We present a row reduction algorithm to compute the barcode decomposition of persistence modules.
This algorithm dualises the standard persistence algorithm and clarifies the symmetry between clear
and compress optimisations.

1 Introduction

Persistent homology is a tool of Topological Data Analysis (TDA) whose applications range
widely from biology to urban planning to neuroscience (see [16] for an extended list of
applications). Persistent homology summarises a dataset’s information in the form of barcode
[6, 15]. The efficient computation of such barcodes is one of the main algorithmic problems
in TDA [17].

We provide an algorithm (Algorithm 1) for the barcode decomposition based on row pivot
pairing, which is the dual of the column pivot pairing presented in [10, 13]. The algorithm
reduces the boundary matrix of a given filtered simplicial complex proceeding by rows and
performing row additions, allowing the full exploitation of the compress optimisation [3].

A non-exhaustive list of algorithms to decompose persistence modules into interval
modules includes the so-called standard algorithm [13], the chunk algorithm [3], the twist
algorithm [9], the pHrow algorithm [12], and Ripser [2]. The implementation of the first four
can be found in [4] (cf. [5]), and that of Ripser in [1]. All of them take as input a filtered
simplicial complex and employ column operations. Moreover, in a recent and independent
work [14], a dualisation of the standard algorithm is presented, using row operations. In
addition to these algorithms, in [7] it is shown that the barcode decomposition can also be
achieved via the decomposition of filtered chain complexes, whose reduction is performed by
row operations. However, the reduction in [7] is different from the standard one, which is the
focus of this work. Thus, we will not further study the algorithm presented in [7].

As we mention, the idea of proceeding by row is not new. Here, we use the straightforward
idea of row pivots to clarify the duality between clear and compress optimisations in the
computation of persistent homology and cohomology. In [2, 5, 12], it is shown that, for
Vietoris-Rips complexes, the column reduction, coupled with the clear optimisation and
applied to the coboundary matrix, provides a significant speed-up in the computation of the
barcode. This improvement is not mirrored when the same reduction is coupled with the
compress optimisation and applied to the boundary matrix [2, 3, 12]. Here, we show that
the reason for this asymmetry is that the second procedure is not the true dual of the first
one: to obtain the dual, and thus the same number of operations, it is necessary to reduce
the boundary matrix via row operations instead of via column operations.
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
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2 Preliminaries

Throughout the work, the symbol K = {σ1, . . . , σm} denote a simplicial complex of dimension
d, such that for each i ≤ m, Ki := {σ1, . . . , σi} is again a simplicial complex. The chain
∅ = K0 ⊂ K1 ⊂ · · · ⊂ Km = K, denoted by the symbol FK throughout the work, is called a
filtration of K.

Given a simplex σ of dimension h, its boundary is the set of the faces of σ in dimension
h − 1. If h = 0, the boundary is empty. Otherwise, it consists of exactly h + 1 simplices.
The boundary matrix ∂ of FK, is a (m×m)-matrix with coefficients in F2 where the j-th
column represents the boundary of σj , i.e. ∂[i, j] = 1 if and only if σi is in the boundary of
σj . Note that, since σi is in the complex before σj is added, ∂ is an upper-triangular matrix.

For 0 ≤ i ≤ m and 0 ≤ p ≤ d, we denote the p-th homology of Ki over the field F2 by
Hp(Ki). The inclusions Ki ↪→ Kj , for all i ≤ j, induce maps on the homology vector spaces
Hp(Ki) → Hp(Kj) for all 0 ≤ p ≤ d. This collection of vector spaces and maps forms a
diagram called a persistence module (Fig. 1(a)) [8].

(a) 0 V1 V2 · · · Vm−1 Vm

(b) 0 F2 F2 · · · F2 0
··· a a+1 ··· b b+1

1 1 1

Figure 1 (a) A persistence module; (b) An interval module with interval [a, b].

Since we consider only simplicial complexes with finitely many simplices, the vectors
spaces are finite-dimensional. In this case, a persistence module admits a nice decomposition
into interval modules, which consist of copies of F2 connected by the identity morphism for
the indices inside an interval, and zero otherwise (Fig. 1(b)) [11]. The collection of intervals
in the decomposition of a persistence module is called a barcode [6, 15], and it is an invariant
of isomorphism type. In [13, Sec. VII], the standard algorithm to retrieve the barcode of a
filtered simplicial complex is described. This algorithm retrieves the barcode by studying the
lowest elements in the columns of the boundary matrix, whose indices form the so-called
(column) pivots (see Definition 3.2). Namely, the algorithm performs left-to-right column
additions on columns with the same pivot until no two columns share the same pivot.

3 Row vs column pivot pairing

The (column) pivot pairing in a reduced boundary matrix ∂ provides the lifespan intervals of
the homological features of a persistence module [13]. Usually, the reduction is performed
using only one type of elementary column operation: adding a column to a later column.
Here, we prove that also a reduction performed using only one type of elementary row
operation, namely adding a row to a previous row, achieves the same pairing (cf. [14]). The
reason why other types of elementary row (column) operations are not allowed is that they
do not preserve the order of the generators, and thus cannot maintain the pairing.

Let FK be a filtered simplicial complex, as described in Section 2, with boundary matrix
∂. For the i-th row of ∂, let left (i) denote the column index of the leftmost element of such
row. If row i is zero, set left (i) = 0.
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I Definition 3.1. A matrix R is called row reduced if left (i) 6= left (i′) for all non-zero
rows i 6= i′. An index j is called a row pivot (of R) if there exists a row i of R such that
j = left (i).

We recall the some standard notions from [13]. The symbol low (j) denotes the index
row of the lowest element of column j. If column j is trivial, then low (j) = 0.

I Definition 3.2. A matrix C is called column reduced if low (j) 6= low (j′) for all non-zero
columns j 6= j′. An index i is called a column pivot (of C) if there exists a column j of C
such that j = low (i).

Algorithm 1, called row pivot reduction, takes as input the boundary matrix ∂ of a
filtered simplicial complex FK and reduces it by row operations. This algorithm is one of
the possible methods to achieve a row reduced matrix. Indeed, several different row reduced
matrices can be obtained by the same boundary matrix ∂. This follows from the fact that,
to the right of each row pivot, there can be several non-zero elements that do not affect the
row pivots.

Let m be the number of rows of ∂.
Algorithm 1: Row pivot reduction
Input: Boundary matrix ∂
Output: Row reduced boundary matrix ∂
R = ∂

for i = m, . . . , 1 do
if left (i) 6= 0 then

while there exists i′ > i with left (i′) = left (i) 6= 0 do
add row i′ to row i

In matrix notation, Algorithm 1 computes the reduced matrix as R = W · ∂, where W is
an invertible upper-triangular matrix with F2-coefficients.

For a matrix D, consider the following value:

rD (i, j) := rkDj
i − rkDj

i+1 + rkDj−1
i+1 − rkDj−1

i

where Dj
i is the lower left submatrix of D, given by all the rows of D with index h ≥ i and

all the columns with index l ≤ j. The Pairing Lemma [13] states that, for a column reduced
matrix C of a boundary matrix ∂, i = low (j) in C if and only if r∂ (i, j) = 1. An analogous
result holds for row reduced matrices (cf. [14, Lem 2.2]):

I Lemma 3.3 (Row pairing lemma). Let ∂ be a boundary matrix and R a row reduced matrix
of ∂. Then j = left (i) in R if and only if r∂ (i, j) = 1.

The proof is precisely the same as the Pairing Lemma [13] since the used technique
relies on the lower-left submatrices. Moreover, from the Pairing Lemma [13] and the above
Lemma 3.3, j = left (i) in a row reduced matrix R of ∂ if and only if i = low (j) in a column
reduced matrix C of ∂. In particular, if j = left (i) or i = low (j), the indices (i, j) form a
persistence pair.
I Remark. Since the coboundary matrix is the anti-transpose of the boundary one (i.e. an
element in position (i, j) is sent to position (m+ 1− j,m+ 1− i)), Algorithm 1 performs
the standard column reduction on the coboundary matrix. Indeed, for a reduced matrix R,
j = left (i) if and only if i = low (j) in its anti-transpose R−T . Thus, Lemma 3.3 provides
an alternative proof of the correctness of the standard persistence algorithm in cohomology,
result originally showed in [12].
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The running time of Algorithm 1 is at most cubic in the number of simplices, as it is for
the standard persistence algorithm. We now refine this estimate a little.

I 3.4. Computational costs of the reduction. In [13], it is shown that the running time of the
inner (i.e. while) loop in the standard persistence algorithm for the column j, representing
a h-simplex σj and whose column pivot is in row i, is (h+ 1)(j − i)2. If σj is positive, i.e.
at the end of the reduction column j is trivial, then the cost is higher: (h + 1)(j − 1)2.
When reducing the coboundary matrix via column operations, as in [2, 12], the running
time becomes c(j − i)2, where c is the number of cofaces of the simplex σj , and the cost
of reducing a positive column is c(j − 1)2. When reducing the boundary matrix via row
operations, as in Algorithm 1, the running time of the inner loop in Algorithm 1 for the row
i, representing a simplex σi and whose row pivot is in column j, is c(j − i)2. Note that, if σi

is negative, i.e. row i becomes zero at the end of the reduction, then the cost is c(m− j)2,
where m is the number of rows. Thus, using row operations, the negative rows are the more
expensive to reduce, dually to what happens when reducing by columns.

4 Clear and compress

We now recall two standard runtime optimisations from [3, 9], and show their duality using
row and column reductions. Similar observations can be found in [7].

A simplex in the filtered simplicial complex FK is called positive if it causes the birth of
a homological class, and negative if it causes the death of a homological class. By extension,
columns and rows in ∂ are called positive (resp. negative) if the corresponding simplices are
positive (negative).

I 4.1. Clear. The clear optimisation is based on the fact that if a row of index j is positive,
the j-th column of ∂ cannot be negative. As was already observed in [3, 9], this optimisation
is particularly effective when performed on the boundary matrices in decreasing degrees,
or, as shown in [5], when applied to the coboundary matrices in increasing degrees. Since
the clear avoids reducing columns that are already known not to contain pivots, it is quite
helpful in the persistent algorithms up-to-date. However, it is not so useful when reducing
by rows, since it shrinks by one the length of each row, but does not avoid any reduction.

I 4.2. Compress. The compress optimisation hinges on the fact that if a column of index i
is negative, the i-th row of ∂ cannot be positive. From Section 3, it follows the real advantages
of the compress optimisation are obtained when the matrix reduction is performed using row
operations. Indeed, in this case, it avoids a costly loop whose results is already known, while,
in accordance with previous results [5], it is quite inefficient when applied using column
operations because it only shortens the columns by one element. Performed using the row
reduction, the compress is particularly effective when applied to the boundary matrices in
increasing degrees.

Finally, for what we showed, in the computation of the barcode of a filtered simplicial
complex the number of rows that need to be reduced in the boundary matrix using the
compress optimisation is the same as the number of columns that have to be processed in the
coboundary matrix when exploiting the clear optimisation. In the case of acyclic complexes,
as done in [2, 7], we can be more precise and show that this number is

d+1∑

h=0

(
v − 1
h

)
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where d is the maximal dimension of the acyclic filtered simplicial complex and v the number
of vertices. It follows that any algorithm that reduces the coboundary matrix using column
operations and the clear can be described as reducing the boundary matrix using row
operations and the compress.
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Abstract
We consider a variant of the art gallery problem where all guards are limited to seeing to the right
inside a monotone polygon. We provide a polynomial-time approximation for point guarding the
entire monotone polygon. We improve the best known approximation of 40 from [11], to 8.

1 Introduction

An instance of the art gallery problem takes as input a simple polygon P . A polygon P is
defined by a set of points V = {v1, v2, . . . , vn}. There are edges connecting (vi, vi+1) where
i = 1, 2, . . . , n− 1. There is also an edge connecting (v1, vn). If these edges do not intersect
other than at adjacent points in V (or at v1 and vn), then P is called a simple polygon. For
any two points p, q ∈ P , we say that p sees q if the line segment pq does not go outside of P .
The art gallery problem seeks to find a guarding set of points G ⊆ P such that every point
p ∈ P is seen by a point in G. In the point guarding problem, guards can be placed anywhere
inside of P . In the vertex guarding problem, guards are only allowed to be placed at points
in V . The optimization problem is defined as finding the smallest such G in each case.

1.1 Previous Work
There are many results about guarding art galleries. Several results related to hardness
and approximations can be found in [2, 6, 7, 8, 9, 14]. Whether a polynomial time constant
factor approximation algorithm can be obtained for vertex guarding a simple polygon is a
longstanding and well-known open problem, although a claim for one was made in [4].
Additional Polygon Structure. Due to the inherent difficulty in fully understanding the
art gallery problem for simple polygons, there has been some work done guarding polygons
with additional structure, see [3, 5, 11, 13] for example. In this paper we consider monotone
polygons, described below.
α-Floodlights. Motivated by the fact that many cameras and other sensors often cannot
sense in 360°, previous works have considered the problem when guards have a fixed sensing
angle α for some 0 < α ≤ 360. This problem is often referred to as the α-floodlight problem.
More specifically, a half-guard is defined as a 180°-floodlight that sees only in one direction.
This subset of the floodlight problem is motivated by considering the polygon to be a time
sequence as one works from left to right. The leftmost point is time 0 and time increases
as one sweeps from left to right. A guard cannot see back in time, therefore, seeing back
to the left does not make sense. This variant attempts to model time in the problem by
ensuring that a region is guarded in a specific time range from the time it is placed until
some time in the future. A constant factor approximation for half-guarding was first shown
in [11] and NP-hardness with vertex guards was shown in [10]. Some of the work on the
α-floodlight problem has involved proving necessary and sufficient bounds on the number
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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of α-floodlights required to guard (or illuminate) an n vertex simple polygon P , where
floodlights are anchored at vertices in P and no vertex is assigned more than one floodlight,
see for example [15, 16]. Computing a minimum cardinality set of α-floodlights to illuminate
a simple polygon P is APX-hard for both point guarding and vertex guarding [1].

1.2 Our Contribution

In this paper, we improve the approximation bounds for half-guarding monotone polygons.
A simple polygon P is x-monotone (or simply monotone) if any vertical line intersects the
boundary of P in at most two points. A half-guard can see only to the right, so we redefine
sees as: a point p sees a point q if the line segment pq does not go outside of P and p.x ≤ q.x,
where p.x denotes the x-coordinate of a point p. In a monotone polygon, let l and r denote
the leftmost and rightmost point of P respectively. Consider the “top half” of the boundary
of P by walking along the boundary clockwise from l to r. We call this the ceiling of P . We
obtain the floor of P by walking counterclockwise along the boundary from l to r.

g

Figure 1 A regular guard can see this entire monotone polygon, but needs Ω(n) half-guards.

Krohn and Nilsson [13] give a constant factor approximation for monotone polygons
using guards that can see 360°. There are monotone polygons P that can be completely
guarded with one guard that require Ω(n) half-guards considered in this paper, see Figure
1. Due to the restricted nature of half-guards, new observations are needed to obtain the
approximation given in this paper. A 40-approximation for this problem was presented in
[11]. The algorithm in [11] places guards in 5 steps: guard the ceiling vertices, then the
floor vertices, then the entire ceiling boundary, then the entire floor boundary, and finally
any missing portions of the interior. We propose a modified algorithm that requires only
3 steps: guarding the entire ceiling, then the entire floor, and lastly any missing portions
of the interior. By modifying the algorithm and providing improved analysis, we obtain an
8-approximation.

The remainder of the paper is organized as follows. Section 2 gives an algorithm for point
guarding a monotone polygon using half-guards where we wish to guard the boundary of the
polygon. Section 3 provides a sketch of the 8-approximation.

2 Guarding the Boundary

In this section, we give an algorithm for guarding the boundary of a monotone polygon P
with half-guards that see to the right. We first give a 2-approximation algorithm for guarding
the entire ceiling. A symmetric algorithm works for guarding the entire floor giving us a
4-approximation for guarding the entire boundary of the polygon.

Before we describe the algorithm, we provide some preliminary definitions. A vertical line
that goes through a point p is denoted lp. Given two points p, q in P such that p.x < q.x, we
use (p, q) to denote the points s such that p.x < s.x < q.x. Similarly, we use (p, q] to denote
points s such that p.x < s.x ≤ q.x.
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2.1 Ceiling Guard Algorithm
We first give a high level overview of the algorithm for guarding the entire boundary of the
ceiling. Any feasible solution must place a guard at the leftmost vertex where the ceiling and
floor come together (or this vertex would not be seen). We begin by placing a guard here.
We iteratively place guards from left to right. When placing the next guard, we let S denote
the guards the algorithm has already placed, and we let p denote the leftmost point on the
ceiling that is not seen by any guard in S. Note that p may be a ceiling vertex or any point
on the ceiling. The next guard g that is placed will lie somewhere on the line lp. We initially
place g at the intersection of lp and the floor, and we slide g upwards vertically along lp. The
algorithm locks in a final position for the guard g by sliding it upwards along lp until moving
it any higher will cause g to no longer see some unseen portion on the ceiling; let r be the
first such point. See, for example, Figure 2. In this figure, when g is initially placed on the
floor, it does not see r, but as we slide g up the line lp, r becomes a new point that g can
see. If we slide g up any higher than as depicted in the figure, then g would no longer see r,
and therefore we lock g in that position. We then add g to S, and we repeat this procedure
until the entire ceiling is guarded. The ceiling guarding algorithm is shown in Algorithm 1.

Figure 2 A guard g slides up lp and sees a point r. If g goes any higher, it will stop seeing r.

Algorithm 1 clearly returns a set of guards that sees the entire ceiling. All steps, except
the sliding step, can be trivially done in polynomial time. The analysis of [11] uses a similar
sliding step but only considers guarding a polynomial number of vertices on the ceiling or
floor. When considering an infinite number of points on the ceiling, it is not immediately
clear that the sliding can be done in polynomial time since each time a guard moves an ε
amount upwards, it will see a different part of the boundary. We use the following lemma to
help bound the number of locations a guard g must consider on lp.

I Lemma 1. Consider a guard g and a point on the floor f such that g.x < f.x. If g sees f ,
then the floor cannot block g from seeing any ceiling point in (g, f).

Proof. By assumption, g sees f . Consider a point on the ceiling p such that g.x < p.x < f.x.
If g is being blocked from seeing p because of a floor vertex, then g cannot see any point to
the right of p, see Figure 3. Therefore, g cannot see f and we have a contradiction. J
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Algorithm 1 Ceiling Guard
1: procedure Ceiling Guard(monotone polygon P )
2: S ← {g} such that g is placed at the leftmost point l.
3: while there is a point on the ceiling that is not seen by a guard in S do
4: Let p be the leftmost ceiling point that is currently unseen by any guards in S.

Place a guard g where lp intersects the floor and slide g up. As g is being slid up, let
r be the first point on the ceiling that g would stop seeing if g moved any further up.
Place g at the highest location on lp such that g sees r.

5: S ← S ∪ {g}.
6: end while
7: return S

8: end procedure

Figure 3 If the floor blocks g from a ceiling point p, then g will not see any floor point f where
g.x < p.x < f.x. More generally, g will not see any point f where g.x < p.x < f.x.

We now give a sketch of a proof for why there are at most O(n3) potential guard locations
on lp that must be considered. The approximation analysis sketched later in Section 3 relies
on the fact that g is as high as possible on lp. If g is moved higher, then there is a point r
on the ceiling that would not be seen. In simple polygons, any point that is seen by a point
on lp must by seen by a contiguous line segment of lp, see Figure 2. There are several cases
to consider on whether or not g is moved upwards and how far it needs to move.

In the cases below, whenever the algorithm is sliding a guard, one only needs to consider
the following locations on lp: (A) Rays shot from a vertex through another vertex until it
hits lp. There are O(n2) potential locations on lp. (B) Shoot a ray from previously placed
guards g′ ∈ S through every vertex. Let C(g′) be the set of all of the points on the ceiling
that these rays hit. Let C =

⋃
g′∈S

C(g′). Shoot a ray from all c ∈ C through all vertices until

the ray hits lp. There are at most n guards, therefore |C(g′)| ≤ n. For each guard, there are
at most O(n2) potential locations on lp to consider for a total of O(n3) locations.
Case 1: If there exists some vertex vi such that g sees vertex vi, but does not see vertex vi+1
because vi is blocking g from seeing vi+1, see Figure 4. If there are multiple vi candidates,
we choose the vi that is leftmost. Shoot a ray from g through vi and let r be the point on
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Figure 4 r is seen by g and g is the leftmost guard that sees r.

the boundary that is hit.
Case 1a: If r is on the ceiling, then no guard to the left of g is able to see r. If g is slid up,
then g would no longer see r. In other words, g is the leftmost guard that sees r. In this
case, we place g on the floor.
Case 1b: If r is on the floor, then moving g upwards will not see any more ceiling points to
the right of r because vi is blocking g from seeing them, see Figure 5. By Lemma 1, moving
g upwards will not result in seeing any more ceiling points since the floor cannot be blocking
g from any point on the ceiling to the left of r. However, the approximation analysis relies on
r being as high as possible on lp. Therefore, we slide g upwards until it would have stopped
seeing some previously unseen point r′ on the ceiling and set r = r′. If no previously unseen
ceiling point r′ ∈ [p, vi] exists, then it must be the case that all points on lp see all of the
ceiling points of [p, vi]. In this case, we place g on the ceiling at point p and set r = vi.

Figure 5 Case 1b where g cannot see vi+1 because vi is blocking it and r is on the floor.

Case 2: If, for all vi that are seen by g, g is not blocked from seeing vi+1 by vi, we slide g
upwards. If none of Case 1 happens while sliding upwards, then the algorithm stops whenever
g would stop seeing a previously unseen point on the ceiling. In Figure 6, a portion of the
edge e = [vi+1, vi+2], namely [vi+1, x], was seen by previously placed guards in the algorithm.
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It is possible that previously placed guards saw a portion of e between (x, vi+2]. However, we
consider the rightmost point x such that all of [vi+1, x] is seen. Let r be the point directly to
the right of x. If g is pushed up too far (e.g. g3) in order to see vi+2, it ends up missing a
portion of e, namely r. One must slide g between the floor point of lp and g3 to ensure the
algorithm places guards that see all of e. In this case, we wish to place a guard on lp as high
as possible such that g sees r. Let g2 be the highest point on lp that sees r. Placing g above
g2 will cause it to miss seeing point r. Placing g lower than g2 might allow a guard in the
optimal solution to see r and also see more of e than g saw. Therefore, by using the set of
guard locations as defined in (B) above, g would be placed at g2. The approximation relies
on the fact that g is as high as possible on lp such that it still sees r.

Figure 6 No point on lp sees all of (x, vi+2). Algorithm places a guard at g2 to ensure r is seen.

3 Sketch of Approximation

We will now sketch out the proof of why Algorithm 1 will place no more than 2 times the
number of guards in the optimal solution. An optimal solution O is a minimum cardinality
guard set such that for any point p on the ceiling of P , there exists some g ∈ O that sees p.
The argument will be a charging argument; every guard placed will be charged to a guard in
O in a manner such that each guard in O will be charged at most twice. The approximation
argument similar to [11] is sketched here. Consider two consecutive guards gi, gi+1 ∈ S

returned by Algorithm 1:
Case 1: If an optimal guard is in (gi, gi+1], we charge gi+1 to that optimal guard.
Case 2: If there is no optimal guard in (gi, gi+1], then consider the point on the ceiling
directly above gi+1, call this point p. gi+1 was placed on lp because no previously placed
guards saw p. Consider an optimal guard o that sees p. o.x ≤ gi+1.x and even more so,
o.x ≤ gi.x since, by assumption, there is no optimal guard in (gi, gi+1]. Since gi did not see
p, it must be the case that the op line goes above gi and the floor blocks gi from seeing p, see
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Figure 7. The op line cannot be below gi. If it were, then gi would have had the opportunity
to see p as gi was moving upwards. This is not possible because by assumption, p is not seen
by any previously placed guard and gi would not have gone so far upwards as to stop seeing
a previously unseen ceiling point.

Since gi is blocked from seeing p by the floor, gi cannot see any ceiling points to the right
of p. The reason that gi stopped moving upwards is because it saw some point r on the
ceiling that no previous guard saw. Since gi cannot see to the right of p, r must be to the
left of p. By assumption, the optimal guard o′ that sees r must be to the left of gi. If gi

were to have moved any higher up, it would have missed r. Any guard that sees r must be
“below” the gir line, see Figure 7. Any point on the ceiling that o′ sees to the right of r, gi

will also see (Lemma 1, [11]). Therefore, gi dominates o′ with respect to the ceiling to the
right of r. We charge gi+1 to o′ and o′ cannot be charged again.

Figure 7 If no optimal guard exists in (gi, gi+1], then o′ must exist to see r such that o′.x ≤ gi.x.

The entire ceiling can be guarded with at most 2 · |O| guards. A similar algorithm is
applied to the floor to give at most 4 · |O| guards to guard the entire boundary. Finally,
even though the entire boundary is guarded, it is possible that a portion of the interior is
unseen, see Figure 8. Let us assume that a guardset G = {g1, g2, . . . gk} guards the entire
boundary of a monotone polygon such that for all i, gi < gi+1. In [12], they prove that
between any consecutive guards of G, a region can exist that is unseen by any of the guards
in G. However, they prove that the region is convex and can be guarded with 1 additional
guard. If |G| = k, then there are at most k − 1 guards that need to be added to guard these
unseen interior regions. This doubles the approximation to give us the following theorem.

Figure 8 g1, g2 and g3 see all of the boundary. The shaded region is unguarded.

I Theorem 2. There is a polynomial-time 8-approximation algorithm for point guarding a
monotone polygon with half-guards.
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Abstract
We study a problem motivated by digital geometry: given a set of disjoint geometric regions, assign
each region Ri a set of grid cells Pi, so that Pi is connected, similar to Ri, and does not touch
any grid cell assigned to another region. Similarity is measured using the Hausdorff distance. We
prove an asymptotically tight bound on the achievable Hausdorff distance for convex input regions
in terms of the number of input regions, and prove that there is no upper bound to the Hausdorff
distance for three or more general regions.

1 Introduction

Digital geometry is concerned with the proper representation of geometric objects and
their relationships using a grid of pixels. This greatly simplifies both representation and
many operations, but the downside is that common properties of geometric objects no
longer hold. For example, it may be that two digitized lines intersect in multiple connected
components. How to digitize a set of geometric objects so that such properties are guaranteed
is one objective in digital geometry, referred to as consistency. Another objective is the
representation of vector objects with bounded error, using subsets of pixels. Here we may
assume the unit grid, and measure error in one of multiple ways.

Early results in digital geometry were mostly concerned with consistency and arose in
computer vision. For a survey, see Klette and Rosenfeld [13, 14]. The interest from the
algorithms community is more recent. Besides consistency, the Hausdorff distance of digital
representations is a topic of study. Chun et al. [7] investigate the problem of representing
rays originating in the origin as digital rays such that certain properties are satisfied. They
show that rays can be represented on the n× n grid in a consistent manner with Hausdorff
distance O(logn). This bound is tight in the worst case. By ignoring one of the consistency

Figure 1 Three disjoint simply-connected regions and a grid representation of them.
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Figure 2 The Hausdorff distance between the green and red regions is large while the Hausdorff
distance between their boundaries is small. The inverse is true for the red and purple regions.

conditions, the distance bound improves to O(1). Their research is extended by Christ et
al. [5] to line segments (not necessarily starting in the origin), who obtain the logarithmic
distance bound in this case as well. A possible extension to curved rays was developed by
Chun et al. [6]. Recently, Chiu and Korman [3] extended some results to high dimensional
segments. Additionally, Chiu et al. [4] prove that the above mentioned lower bound of
Ω(logn) does not extend to higher dimensions and proved an Ω(log1/(1−d) n) bound instead.
Other results with a digital geometry flavor within the algorithms community are those on
snap rounding [8, 9, 12], integer hulls [1, 11], and discrete schematization [15].

In a recent paper, Bouts et al. [2] showed that any simple polygon, no matter how detailed,
can be represented by a simply-connected set of unit pixels such that the Hausdorff distance
to and from the input is bounded by the constant 3

2
√

2. They also prove that for the Fréchet
distance between the boundaries, a constant distance is not possible. In this paper we extend
their results to multiple regions, see Figure 1 for an example.

In Section 2, we show that when we restrict the m input regions to be convex, we can find
a grid representation within Hausdorff distance Θ(m). This bound is tight. Furthermore,
we can extend the result from Bouts et al. [2] to two general regions; that is, we can find
a representation with constant Hausdorff distance. This is in contrast with our proof in
Section 3 that for three or more general regions, there is no universal bound on the Hausdorff
distance of a grid representation.

We do not make any assumptions on the resolution of the input. If the minimum distance
between any pair of polygons is at least some constant (e.g., 4

√
2 is enough), then we can

realize a constant Hausdorff bound in all cases by applying the results from Bouts et al. [2]
separately on each polygon. We consider the case where no such assumptions are made.

Notation and definitions. We denote by Γ the (infinite) unit grid, whose unit squares
are referred to as pixels. The (symmetric) Hausdorff distance between two sets A,B ⊂
R2 is defined as H(A,B) = max{maxa∈A(minb∈B(|ab|)),maxb∈B(mina∈A(|ab|))}, where
|ab| is the distance between the points a and b. Furthermore, we denote by H ′(A,B) =
max{H(A,B), H(∂A, ∂B)} the maximum of the (symmetric) Hausdorff distance between
the sets themselves and between their boundaries. See Figure 2 for an example where the
distinction between H(·, ·) and H ′(·, ·) is important.

Consider a set of m disjoint simply-connected regions R = {R1, R2, . . . Rm} in the plane,
which we can imagine having different colors. A choice of pixels for each region can then be
seen as a coloring of the grid by m colors c1, . . . , cm, where pixels may remain uncolored.

In this paper, we show how to assign a simply-connected subset of the pixels Pi ⊂ Γ to
each region Ri ∈ R, such that the result is a set of m disjoint simply-connected regions.
Two such grid polygons are disjoint if they do not meet in any edge or vertex of the grid. A
grid polygon is connected if its pixels are connected by edge adjacency. A grid polygon is
simply-connected if it is connected and its complement is also connected by edge adjacency.
Hence, we do not allow vertex adjacency at all as it is ambiguous. In this paper a grid
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polygon is by default simply-connected. We call the set P1, P2, . . . , Pm of such grid polygons
a valid assignment, see for example Figure 1. We are interested in finding for any set of
regions R a valid assignment where for each region Ri ∈ R, its corresponding grid polygon
Pi has a (symmetric) Hausdorff distance to Ri of at most h and their boundaries are also
within (symmetric) Hausdorff distance h.

2 Input regions are convex regions

When R is a set of convex regions, we can easily show that a coloring has a Hausdorff distance
of Ω(m) in the worst case: we place m horizontal line segments of length Ω(m) that all pass
through the same pixels. Then P must have its elements on disjoint lines of pixels, giving
Hausdorff distance at least Ω(m) for the outer regions. Each Pi must extend sufficiently far
left and right. Since each Pi is connected, all Pi will intersect a common vertical line. The
topmost or bottommost intersection with this line belongs to a grid polygon with Hausdorff
distance Ω(m).

We will describe an algorithm that, given a set of convex regions R, gives a set of disjoint
grid polygons P that is a valid assignment and such that for all i, H ′(Ri, Pi) = O(m).

I Observation 2.1. Let R1, R2 ∈ R be two disjoint convex regions, and let ` be a horizontal
line that intersects R1 left of R2. Then any horizontal line intersecting both R1 and R2
intersects R1 left of R2. Analogously, all vertical lines that intersect both R1 and R2 do so
in the same above-below order.

Observation 2.1 allows us to define two partial orders �x and �y on R: Ri �x Rj if and
only if there is a horizontal line intersecting both regions and Ri intersects the line left of
Rj ; since the regions are convex we get a partial order [10]. We extend this partial order to
a linear order XR : R → [1,m] in any manner. A linear order YR : R → [1,m] is defined
symmetrically.

Given XR and YR, we assign a coloring as illustrated in Figure 3. Let Γk be a coarsening
of the grid Γ whose cells have k × k pixels with k = 2m. The factor 2 ensures that adjacent
polygons do not touch. These cells are also called superpixels. In the following, we ensure
that if the region Ri intersects a superpixel, this superpixel or an adjacent one contains a
pixel of Pi and vice versa. Thus, we get a bound of O(k) on the Hausdorff distance H(Ri, Pi).
For any superpixel S ∈ Γk, we denote by S[x, y] the pixel that is the (2x)th from the left and
(2y)th from the bottom within S. The horizontal and vertical lies induced by Γk are called
major lines. Each region Ri that intersects at most one major horizontal line and at most
one major vertical major line is a small region. Each region Ri that intersects at least two
major horizontal lines or at least two major vertical lines is a large region. Our assignment
of regions to pixels works as follows:

1. For each small region Ri we choose one superpixel S containing a point of Ri and color
the pixel p(S,Ri) := S[XR(Ri), YR(Ri)] with ci; this single pixel will be Pi.

2. For each superpixel S and each large region Ri intersecting S that also intersects the two
major horizontal lines incident to S, or the two major vertical lines incident to S, we
color p(S,Ri) = S[XR(Ri), YR(Ri)] with ci. We use full lines, not the edges of S here.

3. For any two pixels that are colored with ci in edge-adjacent superpixels (Ri must be
large), we color all pixels in the row or column between them with ci as well.

4. For any four superpixels that share a common vertex, if they each contain a pixel colored
with ci in Step 2, we color all pixels in the square between these pixels with ci as well.
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(a) (b) (c)

Figure 3 The coloring algorithm for convex regions. (a) shows the input of five convex regions,
overlaid onto a superpixel grid with k = 10. (b) shows the pixels colored in Steps 1 and 2 of the
algorithm. (c) shows the final coloring obtained after Steps 3 and 4.

The set P of polygons induced by this grid coloring is a valid assignment, that is, the polygons
are connected and do not intersect or touch.

Overall, if a region Ri intersects a superpixel S, then Pi has a pixel in S or in any of
the 8 adjacent superpixels. Conversely, if Pi has a pixel in a superpixel S, we know that
Ri intersects S. This gives a bound on the Hausdorff distance between the regions and
the grid polygons. For the boundaries, note that if Ri contains a superpixel S and all four
edge-adjacent superpixels, then Pi contains S. Furthermore, if Pi contains a superpixel S,
then Ri also contains S. Together this gives a bound on the Hausdorff distance between the
boundaries. Since superpixels have size Θ(m), the Hausdorff distance between Ri and Pi

and between their boundaries is at most O(m). We thus obtain the following result.

I Theorem 2.2. If R consists of m convex regions, a valid assignment to regions exists such
that for each region Ri ∈ R and grid polygon Pi, we have H ′(Ri, Pi) = O(m). Furthermore,
there exists a set R of m convex regions such that for every valid assignment, there exists
some 1 ≤ i ≤ m with H(Ri, Pi) = Ω(m).

3 Two or three general regions

We extend the result from Bouts et al. [2] to two general regions using the result from van
Goethem et al. [16], that is, we can find two grid polygons with constant Hausdorff distance
to two input regions. Below, as a stark contrast, we show that the Hausdorff distance between
an input of at least three general regions and any corresponding grid polygons is unbounded.
Formally, for a given integer h > 0, we show a construction of regions R = {R,B,G} for
which there is no valid assignment of corresponding grid polygons with Hausdorff distance
smaller than h.

We only sketch the main idea here. We construct regions R = {R,B,G} that form nested
spirals that pass multiple times through a thin region I of height 1 (formal definition below).
The height of I is the bottleneck in the construction: it is traversed from left to right h
times by each of R, B, and G. If we remove the parts of R, B, and G inside the region I,
we get 3h+ 3 connected components in total. Outside the the region I, the three regions are
more than 2h apart. This is illustrated in Figure 4 for h = 3. We formally define I to be the
part of the plane within distance h of at least one of the bottom horizontal segments of the
regions R. All region components must be connected inside I. Inside I, it is possible that
the grid polygons make different connections than those in R. However, we argue that no
matter how these connections are made, the grid polygons PR, PB , and PG, together have to
pass through I from left to right at least h+ 2 times, thus requiring I to have height at least
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Figure 4 The regions for h = 3. The region I is highlighted. The dashed segment subdivides the
boundary of I into its left and right part.

2h+ 3. However, the available vertical space is only 2h+ 1 if the Hausdorff distance must
stay below h, allowing h+ 1 connections of pixel polygons. Hence, we obtain a contradiction.

The most involved part is to argue that PR, PB , and PG, together have to pass through
I at least h+ 2 times. This argument critically depends on the following lemma.

I Lemma 3.1. Given an alternating sequence V = r1, b1, g1, ..., rk, bk, gk of 3k 3-colored
points on a line `, any planar drawing below the line ` connecting points of the same color
induces a partition of the points into at least 2k + 1 components.

The line in Lemma 3.1 represents the left (or right) half of the boundary of I. We can
use the lemma to show that we can decrease the number of connected components by at
most h− 1 by connecting the regions incident to the right side of I to other regions on the
right side of I. The same holds for the regions on the left side of I. It thus follows that the
remaining 3h+ 3− 2(h− 1) = h+ 2 components on the left side must be connected to the
remaining h+ 2 components on the right side of I; after all, in the end there are only three
regions left; one for each color. Therefore, PR, PB, and PG pass through I at least h + 2
times as claimed. This allows us to obtain the following result:

I Theorem 3.2. For any h > 0 there exist three regions R = {R1, R2, R3}, for which there is
no valid assignment to grid polygons P1, P2, P3 so that all regions Ri ∈ R have H(Ri, Pi) < h.

4 Conclusion

In this paper we have shown what Hausdorff distance bounds can be attained when mapping
disjoint simply-connected regions to the unit grid. We expressed our bounds in the number
of regions. We have shown a worst case optimal bound of O(m) for convex regions. For
general regions there is a stark contrast between the bounds for two and three regions: for
two regions it is constant, while for three regions it is unbounded. In the full paper we also
show bounds on convex β-fat regions and point regions.

While we concentrated on worst-case optimal bounds, our constructive proof of the upper
bound for convex regions will often give visually unfortunate output. Also, for a given
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instance we will not achieve O(1) Hausdorff distance even when it would be possible for that
instance. This leads to the following two open problems. Firstly, can we realize visually
reasonable output when this is possible for an instance (and how do we define this)? Secondly,
can we realize a Hausdorff distance that is at most a constant factor worse than the best
possible for each instance, in polynomial time?
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Abstract
We present an insertion-only data structure that supports k-nearest neighbors queries for a set of n

point sites in O(Q(n) log n + k) time, based on any static data structure that can perform k′-nearest
neighbors queries in O(Q(n) + k′) time. The key component is a general query algorithm that allows
us to find k-nearest neighbors spread over t substructures simultaneously, thus reducing the O(tk)
term in the query time to O(k). Applying this to the logarithmic method yields an insertion-only
data structure with both efficient insertion and query time. We apply our method in the plane
for the Euclidean and geodesic distance. We then briefly discuss the main difficulties to achieve a
similar running time in the fully dynamic case.

1 Introduction

In the k-nearest neighbors (k-NN) problem we are given a set of n point sites S in Rd, and
we wish to preprocess these points such that for a query point q and an integer k, we can
find the k sites in S ‘closest’ to q efficiently. This static problem has been studied in many
different settings [3, 4, 8, 12, 13]. In particular, for sites in R2 and the Euclidean distance
metric, Chan and Tsakalidis [8] achieved the optimal O(log n + k) query time using linear
space and O(n log n) preprocessing time. Very recently, Liu showed how to achieve the same
query time for general distance functions (in R2) using O(n log log n) space [13].

In this paper, we study the dynamic version of the k-nearest neighbors problem, in which
points can be inserted into or deleted from S, and the points lie in the plane. When we wish
to report only one nearest neighbor (i.e. 1-NN searching), several efficient fully dynamic data
structures exist [5, 7, 11]. Actually, all these data structures are variants of the same data
structure by Chan [5]. For the Euclidean distance, the current best result using linear space
achieves O(log2 n) query time and polylogarithmic update time [7]. The variant by Kaplan
et al. [11] achieves similar results for general distance functions. These data structures can
also answer k-NN queries in O(log2 n + k log n) time [5]. Recently, Liu [13] claimed that
the version of Kaplan et al. [11] can support such queries in O(log2 n + k) time. However,
we believe that there are some issues with this approach, as we briefly discuss in Section 4.
For the Euclidean distance, Chan achieves a query time of O(log2 n/ log log n + k) for k-NN
queries using O(n log n) space, by adapting his original data structure [6].

We are actually interested mostly in the insertion-only variant of the problem. Since
nearest neighbor searching is decomposable, we can directly apply the logarithmic method [14]
to turn a static k-NN searching data structure into an insertion-only data structure. However,
this again yields an unwanted O(k log n) term in the query time. Our main goal is to
reduce this term to O(k) instead. In Section 2, we show how to achieve this goal. We
present a general query algorithm that allows us to find the k-nearest neighbors spread over t

substructures in O(Q(n)t + k) time, assuming that the static data structure supports k′-NN
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 Example of expansion. Blue elements are included in a clan, orange elements are not.
The expansion (building the next subheap) occurs when all elements have been included in a clan.

queries in O(Q(n) + k′) time. This yields a linear space data structure supporting queries in
O(log2 n + k) time and insertions in O(log2 n) time, when using the Euclidean distance.1

Our original interest in the problem stems from a setting in which S is a set of points
inside a simple polygon P with m vertices, and we use the geodesic distance as the distance
measure. In this setting, Agarwal, Arge, and Staals [2] describe an insertion-only data
structure for 1-NN queries that achieves O(log2 n log2 m) query time, and O(log n log3 m)
insertion time. As we show in Section 3, applying our machinery in this setting allows for
efficient (O(log2 n log2 m + k log m) time) k-NN queries and insertions, as well.

2 Insertion-Only Data Structure

We describe a method that transforms a static k-NN data structure with query time
O(Q(n) + k) into an insertion-only k-NN data structure with query time O(Q(n) log n + k).
Insertions take O((P (n)/n) log n) time, where P (n) is the preprocessing time of the static data
structure, and C(n) is its space usage. We assume Q(n), P (n), and C(n) are non-decreasing.

To support insertions, we use the logarithmic method [14]. We partition the sites into
O(log n) groups S1, .., SO(logn) with |Si| = 2i for i ∈ {1, .., O(log n)}. To insert a site s, a new
group containing only s is created. When there are two groups of size 2i, these are removed
and a new group of size 2i+1 is created. For each group we store the sites in the static k-NN
data structure. This results in an amortized insertion time of O((P (n)/n) log n). This bound
can also be made worst-case [14]. The main remaining issue is then how to support queries
in O(Q(n) log n + k) time, thus avoiding an O(k log n) term in the query time.

Query algorithm. Let q be the query point and k the number of nearest neighbors we wish
to find. We use the heap selection algorithm of Frederickson [9] to answer k-NN queries
efficiently. This algorithm finds the k smallest elements of a binary min-heap of size N � k in
O(k) time by forming groups of elements, called clans, in the original heap. Representatives
of these clans are then added to another heap, and smaller clans are created from larger clans
and organised in heaps recursively. For our purposes, we (only) need to consider how clans
are formed in the original heap, because we do not build the entire heap we query before
starting the algorithm. Instead, the heap is expanded during the query when necessary, see
Figure 1 for an example. Note that any (non-root) element of the heap will only be included
in a clan by the Frederickson algorithm after its parent has been included in a clan.

The heap H, on which we call the heap selection algorithm, contains all sites s ∈ S

exactly once, with the distance d(s, q) as key for each site. Let S1, .., St be a partition of S

1 With a slight variation of this method we can match the O(log2 n/ log log n + k) query time of Chan’s [6]
fully dynamic data structure for planes. However, this increases the insertion time to O(log2+ε / log log n).
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Level 1

Level 2

Level 3

Level 0

. . .

. . .

. . .

H(S1) H(S2) H(S3) H(St)

H0

Figure 2 The heap that we construct for the k-nearest neighbors query. The subheaps of which
all elements have been included in a clan are indicated in blue. The subheaps that have been built,
but for which not all elements have been included in a clan, are indicated in orange. The white
subheaps have not been built so far, because not all elements of their predecessor are in a clan yet.

into t disjoint sets. For each set of sites Sj , j ∈ {1, .., t}, we define a heap H(Sj) containing
all sites in Sj . We then “connect” these t heaps by building a dummy heap H0 of size O(t)
that has the roots of all H(Sj) as leaves. We set the keys of the elements of H0 to −∞. Let
H be the complete data structure (heap) that we obtain this way, see Figure 2. It follows
that we can now compute the k sites closest to q by finding the |H0|+ k smallest elements in
the resulting heap H and reporting only the non-dummy sites.

What remains is how to (incrementally) build the heaps H(Sj) while running the heap se-
lection algorithm. Each such heap consists of a hierarchy of subheaps H1(Sj), .., HO(logn)(Sj),
such that every element of Sj appears in exactly one Hi(Sj). Moreover, since the sets S1, .., Sj
are pairwise disjoint, this holds for any s ∈ S, i.e. s appears in exactly one Hi(Sj). Each
heap H1(Sj) consists of the k1 = Q(n) sites in Sj closest to q, which we find by querying the
static data structure of that group. We call these the level 1 heaps. The subheap Hi(Sj) at
level i > 1 is built only after the last element e of Hi−1(Sj) is included in a clan, i.e. e is
considered by the heap selection algorithm. When e is included, we add a pointer from e to
the root of Hi(Sj), such that the root of Hi(Sj) becomes a child of e, as in Figure 1.

To construct a subheap Hi(Sj) at level i > 1, we query the static data structure of Sj
using ki = k12i−1. The new subheap is built using all sites returned by the query that have
not been encountered earlier. It follows that all elements of Hi(Sj) are larger than any of
the elements in H1(Sj), .., Hi−1(Sj). Thus, the heap property is preserved.

Analysis of query time. As stated before, finding the k-smallest non-dummy elements of
H takes O(k + |H0|) time [9]. In this section, we analyse the time used to construct H.

First, the level 0 and level 1 heaps are built. To build the level 1 heaps, we query each of
the substructures using k1 = Q(n). In total these queries take O((Q(n) + k1)t) = O(Q(n)t)
time. Building H0 takes only O(t) time. Retrieving the next ki elements to build Hi(Sj) for
i > 1 requires a single query and thus takes O(Q(n) + ki) time. To bound the time used to
build all heaps at level greater than 1, we first prove the following two lemmas.

I Lemma 1. The size of a subheap Hi(Sj), j ∈ {1, .., t}, at level i > 1 is exactly k12i−2.

EuroCG’21
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Proof. To create Hi(Sj), we query the static data structure of Sj to find the k12i−1 sites
closest to q. Of these sites, only the ones that have been not been included in any of the lower
level subheaps are included in Hi(Sj). The sites previously encountered are exactly the k12i−2

sites returned in the previous query. It follows that |Hi(Sj)| = k1(2i−1 − 2i−2) = k12i−2. J

I Lemma 2. The total size of all subheaps Hi(Sj) at level i > 1 is O(k).

Proof. There are essentially two types of subheaps: complete subheaps, of which all elements
have been included in a clan (shown blue in Figure 2), and incomplete subheaps, of which
only part of the elements has been included (shown orange in Figure 2). Note that the heap
Hi(Sj), i > 1, is only built when all elements of Hi−1(Sj) have been included in a clan. In
total, O(k) elements (not in H0) are included in a clan, so the total size of all complete
subheaps is O(k). Because the size of a subheap is at most twice the size of its predecessor,
it follows that the total size of all incomplete heaps at level greater than 1 is also O(k). J

Building Hi(Sj) takes O(Q(n)+ki) time. To pay for this, we charge O(1) to each element
of Hi−1(Sj). Because we choose k1 = Q(n), Lemma 1 implies that |Hi−1(Sj)| = Ω(Q(n)),
and that ki = k12i−1 = 22k12i−3 = O(|Hi−1(Sj)|). From Lemma 2, and the fact that all
subheaps are disjoint, it follows that we charge O(1) to only O(k) sites. We then have:

I Lemma 3. Let S1, .., St be disjoint sets of point sites of sizes n1, .., nt, each stored in a data
structure that supports k-NN queries in O(Q(ni) + k) time. There is a k-NN data structure
on

⋃
i Si that supports queries in O(Q(n)t + k) time. The data structure uses O(

∑
i C(ni))

space, where C(ni) is the space required by the k-NN structure on Si.

Applying Lemma 3 to the logarithmic method, we obtain the following result.

I Theorem 4. Let S be a set of n point sites, and let D be a static k-NN data structure of
size O(C(n)), that can be built in O(P (n)) time, and that can answer queries in O(Q(n) + k)
time. There is an insertion-only k-NN data structure on S of size O(C(n)) that supports
queries in O(Q(n) log n + k) time. Inserting a new site in S takes O((P (n)/n) log n) time.

Throughout this section, we used the standard assumption that for any two points p, q

their distance d(p, q) can be computed in constant time. When evaluating d(p, q) takes T

time, our technique achieves a query time of O(T (Q(n) log n + k)).

3 Applications

Points in R2. In the Euclidean metric, k-nearest neighbors queries in the plane can be
answered in O(log n + k) time, using O(n) space and O(n log n) preprocessing time [1, 8].

I Corollary 5. There is an insertion-only data structure of size O(n) that stores a set of n

sites in R2, allows for k-NNs queries in O(log2 n + k) time, and insertions in O(log2 n) time.

By using the logarithmic method with only O(logb n) groups, where |Si| = bi, we can
improve the query time to O(logb n log n + k), at the cost of increasing the insertion time
to O(b logb n log n). Setting b = logε n, we match the O(log2 n/ log log n + k) query time of
Chan [6] and still achieve an insertion time of O(log2+ε / log log n). For general distance
functions we achieve the same query time using Liu’s data structure [13], using O(n log log n)
space and expected O(polylog n) insertion time.
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Figure 3 A partial decomposition of P and the corresponding heap used in a k-NN query for q.

Points in a simple polygon. In the geodesic k-nearest neighbors problem, S is a set of
sites inside a simple polygon P with m vertices. For any two points p and q the distance
d(p, q) is defined as the length of the shortest path between p and q fully contained within P .
The input polygon P can be preprocessed in O(m) time so that the geodesic distance d(p, q)
between any two points p, q ∈ P can be computed in O(log m) time [10].

We recursively partition the polygon P into two subpolygons Pr and P` of roughly the
same size [2]. We denote by Sr and S` the sites in Pr and P`, respectively. This results
in a decomposition of the polygon of O(log m) levels. For both sets, and at each of the
levels, we again use the logarithmic method to support insertions. At every level, we store
S` in the static k-NN query data structure of Theorem 22 of [2]. It requires O(n log n)
space, excluding the size of the polygon, and finds the k-nearest neighbors among S` for
a point q ∈ Pr in O((log n + k) log m) expected time. Building the data structure takes
O(n(log n log m + log2 m)) time. Insertions using the logarithmic method therefore take
O(log2 n log2 m + log n log3 m) time, as there are O(log m) levels in the decomposition of P .

During a k-NN query, we have a partition of S into O(log n log m) disjoint groups Sj , as
we consider one set of sites (S` or Sr) for each level of the decomposition. An example is
shown in Figure 3. Lemma 3 thus states that there is a data structure that allows for k-NN
queries in O(log2 n log3 m + k log m) time. We can reduce this by setting k1 = log n instead
of log n log m and charging O(log m) to each site of Hi−1(Sj) to pay for building Hi(Sj).

I Theorem 6. Let P be a simple polygon with m vertices. There is an insertion-only data
structure of size O(n log n log m + m) that stores a set of n point sites in P , allows for
geodesic k-NN queries in O(log2 n log2 m + k log m) expected time, and inserting a site in
O(log2 n log2 m + log n log3 m) time.

4 Supporting Deletions

The data structures for 1-NN queries also supporting deletions in O(polylog n) time are all
based on an idea of Chan [5]. Liu [13] recently claimed that this data structure (in particular
the version of Kaplan et al. [11]) also supports k-NN queries in O(log2 n + k) time. We
believe there are some issues with this approach, which we sketch below.

EuroCG’21
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The key ingredient for dynamic 1-NN searching is an algorithm that takes a subset S of n

of the sites and produces an (abstract) data structure T storing S, and a partition of S into
a set “good” sites G and a set of “bad” sites B. The key properties are that every site in S is
stored at most O(log n) times in T , and that G has size Ω(n). By recursively applying this
algorithm on the bad sites, we obtain a partition of S into r = O(log n) good sets G1, .., Gr.
Each good set Gi is stored in a static 1-NN searching data structure Di, and thus we can
answer queries by querying each of these O(log n) data structures. Deleting a site may cause
some sites in these good sets to become marked as bad. These sites are reinserted into the
structure of B, hence we essentially move some sites from a Gi to a new good set Gj . It
can be shown that the total number of good sets remains O(log n). When a query in some
static data structure Di returns a site marked as bad we simply discard it. Chan shows
that this still allows us to answer queries correctly, and that deletions (and insertions) take
O(polylog n) amortized time [5, 11]. Note that the data structures T1, .., Tr are used only to
collect which functions become bad when performing deletions, not to answer queries.2

Liu claims that this data structure can also support k-NN queries in O(log2 n+k) time [13].
Presumably, by replacing the 1-NN data structures D1, ..,Dr by k-NN data structures (all
details are omitted). However, the sites in D1, .., Dr are not pairwise disjoint, and thus we
may encounter a site in the output to a query in multiple Di’s. This yields an O(k log n)
term in the query time, which matches the bound given by Chan [5].

To answer k-NN queries efficiently, Chan adapted his original data structure to accomodate
k-NN queries. By using the data structures T1, .., Tr to answer queries, and deleting planes
that are removed from these structures explicitly, a query time of O(log2 n/ log log n + k) is
achieved. However, it is not straightforward how to generalize this approach for more general
distance functions (for example the geodesic distance function). We are currently working
on this problem.
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Abstract
The Tukey depth of a flat with respect to a point set is a concept that appears in many areas of
discrete and computational geometry. In this work, we introduce the Tukey depth histogram of
k-flats in Rd with respect to a point set P , which is a vector Dk,d(P ), whose i’th entry Dk,d

i (P )
denotes the number of k-flats spanned by k + 1 points of P that have Tukey depth i with respect to
P . We give a complete characterization of the depth histograms of points, that is, for any dimension
d we give a description of all possible histograms D0,d(P ).

Related Version A full version is available at http://arxiv.org/abs/2103.08665

1 Introduction

Many fundamental problems on point sets, such as the number of extreme points, the number
of halving lines, or the crossing number do not depend on the actual location and distances of
the points, but rather on some underlying combinatorial structure of the point set. There is
a vast body of work of combinatorial representations of point sets, at the beginning of which
are the seminal series of papers by Goodman and Pollack [2, 3, 4], where many important
objects such as allowable sequences and order types are introduced. In particular order types
have proven to be a very powerful representation of point sets. For many problems however,
less information than what is encoded in order types is sufficient. One example for such a
problem is the determination of the Tukey depth of a query point with respect to a planar
point set. The Tukey depth of a query point q with respect to a point set P is the minimum
number of points of P that lie in a closed halfspace containing q. In the plane, this can be
computed knowing only for each k, how many directed lines through q and a point of P

have exactly k points to their left. This defines the `-vector of q. The Tukey depth of q is
now just the smallest k for which the corresponding entry in the `-vector is non-zero. In [6],
a characterization of all possible `-vectors is given, phrased in terms of frequency vectors,
which is an equivalent object.

Interesting objects emerge after forgetting yet another piece of information: instead of
knowing the `-vector of each point, assume we only know the sum of all `-vectors. This
corresponds to knowing for each j the number of j-edges that is, knowing the histogram of
j-edges. The number of j-edges that a point set admits is a fundamental question in discrete
geometry and has a rich history, see e.g. [7], Chapter 4 in [1] or Chapter 11 in [5] and the
references therein.

In this work, we investigate a similar concept: depth histograms of points. This corre-
sponds to knowing for each j how many points of Tukey depth j are in the point set. We

∗ The third author has received funding from the European Research Council under the European Unions
Seventh Framework Programme ERC Grant agreement ERC StG 716424 - CASe.
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give a complete characterization of possible such histograms for point sets in general position.
In particular, we will show the following:

I Theorem 1.1. A vector D0,d is a depth histogram of a point set in general position in Rd

if and only if for all nonzero entries D0,d
i with i ≥ 2 we have

i−1∑

j=1
D0,d

j ≥ 2i + d− 3.

In fact, both depth histograms of points as well as j-edges can be viewed as instances
of a more general definition, that of histograms of j-flats, which we will introduce in the
following. We hope that this work can serve as a small step in the systematic study of these
histograms.

In order to define histograms of j-flats, we first define the Tukey depth of a flat:

I Definition 1.2. Let Q be a set of k + 1 points in Rd, k < d, which span a unique k-flat
F . The affine Tukey depth of Q with respect to a point set P , denoted by atdP (Q), is the
minimum number of points of P in any closed halfspace containing F . The convex Tukey
depth of Q with respect to P , denoted by ctdP (Q), is the minimum number of points of P in
any closed halfspace containing conv(Q).

Note that for k = 0 both definitions coincide with the standard definition of Tukey depth,
and we just write tdP (q) in this case. Further note that if P ∪Q is in convex position, then
atdP (Q) = ctdP (Q).

I Definition 1.3. Let P be a set of points in Rd. The affine Tukey depth histogram of j-flats,
denoted by Dj,d(P ), is a vector whose entries Dj,d

l (P ) are the number of subsets Q ⊂ P of
size j + 1 whose affine Tukey depth is i. Similarly, replacing affine Tukey depth with convex
Tukey depth, we define the convex Tukey depth histogram of j-flats, denoted by cDj,d(P ).

In the following, we will also call affine Tukey depth histograms just depth histograms,
that is, unless we specify the convex, we always mean an affine Tukey depth histogram. Note
however that for j = 0 or if P is in convex position, the two histograms coincide.

Many problems in discrete geometry can be phrased in terms of depth histograms. For
example, the number of extreme points of a point set P just corresponds to the entry D0,d

1 (P )
(note that each point of P has Tukey depth at least 1). Further, the number of j-edges or,
more generally, j-facets corresponds to the entry Dd−1,d

j (P ).

2 The condition is necessary

I Lemma 2.1. For any point set P ⊆ Rd and any point p ∈ P we have tdP (p) ≤ n−d+2
2 .

Sketch of proof. Let P ⊆ Rd and let p ∈ P be any point with tdP (p) = k. We show that
any such point set consists of at least 2k− 2 + d points, which proves the lemma. Consider a
witnessing halfspace hp of p and its bounding hyperplane h. After rotation and translation,
we may assume that h contains p and d other points of P , and hp contains k − 1 points in
its interior. The same has to hold for the complement of hp, giving at least 2(k − 1) + d

points. J

I Lemma 2.2. For any point set P ⊆ Rd and any two points p, q ∈ P with tdP (p) ≤ tdP (q)
we have tdP (p) = tdP\q(p).
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Proof. The point q cannot lie in any witnessing halfspace for p. J

By repeatedly applying the lemma one can easily show the following.
I Proposition 1. For any depth histogram [a1, a2, . . . , am−1, am], both [a1, a2, . . . , ai−1, ai]
and [a1, a2, . . . , ai−1, 1] with i ≤ m are depth histograms.

I Corollary 2.3 (Necessary condition of Theorem 1.1). For any depth histogram D0,d and all
nonzero entries D0,d

i with i ≥ 2 we have

i−1∑

j=1
D0,d

j ≥ 2i + d− 3.

Proof. For the sake of contradiction, let us assume that there is a depth histogram D0,d for
which there is a nonzero entry D0,d

i and
∑i−1

j=1 D0,d
j < 2i + d− 3. Using Proposition 1, we

can cut off the depth histogram D0,d at any point and so we can consider the histogram
D′ := [D0,d

1 , . . . , D0,d
i−1, 1]. But then for the point set P ′ corresponding to this histogram, we

have |P ′| < 2i + d− 2, which contradicts Lemma 2.1. J

2.1 Two special configurations
We make a small detour and revisit Lemma 2.1, noting that the given bound is tight. We
will show this using point sets in so-called symmetric configuration [6]. These point sets will
also be at the core of our proof that the condition of Theorem 1.1 is sufficient.

I Definition 2.4. A point set P ⊆ Rd in general position is in
1. symmetric configuration if and only if there exists a central point c ∈ P such that every

hyperplane through c and d− 1 other points of P separates the remaining points into
two halves of equal size.

2. eccentric configuration if and only if there exists a central point c ∈ P such that every
hyperplane through c and d− 1 other points of P almost separates the remaining points
into two halves of equal size, that is, divides the remaining points in two sets with
difference in cardinality of at most 1.

Note that depending on the dimension and the size of P , only one of the definitions can
be applied. Examples of such point sets are given in Figure 1.

c

p

c

p

q

Figure 1 Two point sets in symmetric and eccentric configuration, respectively. The lines through
c and p or c and q, respectively, (almost) divide the remaining point set.

The following follows from the definition:

EuroCG’21
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I Lemma 2.5. The symmetric central point c in a symmetric (or eccentric) point set P has
depth tdP (c) = bn−d+2

2 c.

At first glance, it is not clear that symmetric and eccentric point sets of any size exist in
any dimension. We will show that they do in the next section, this will be an important step
in proving that the condition of Theorem 1.1 is sufficient. For space reasons, we only sketch
the argument for higher dimensions.

3 The condition is sufficient

To prove that the condition we gave in Theorem 1.1 is sufficient, we build up point sets
according to their histograms by adding points one-by-one. In other words, given a histogram,
we start with points in convex position (as many as there are of depth 1). We then add
new points in the “center” of the point set, push them outwards until they have the right
depth, without changing the depth of any other point, maintaining that we can always add
yet another point in the center to get a symmetric or eccentric point set.

3.1 Moving points
Note that the Tukey depth of q can only change if q is involved in a change in the order type.
In other words, q was pushed over a hyperplane formed by d other points of the point set.
We now formally characterize what happens in any such case.

I Proposition 2. Let P ∈ Rd be a point set and q ∈ P be an arbitrary point. Let q′ be a
point close to q, such that the order types of P and P ′ := P \ {q} ∪ {q′} only differ in one
simplex S, that is, S := conv{p1, . . . , pd, q} and S ′, respectively. Let h be the hyperplane
spanned by p1, . . . , pd and q̂ the intersection of h with the line qq′.

If q̂ /∈ conv{p1, . . . , pd}, then tdP (q) = tdP ′(q′), and
otherwise, if q̂ ∈ conv{p1, . . . , pd}, then |tdP (q)− tdP ′(q′)| ≤ 1.

For a proof, we refer to the full version of this paper. Note that whenever q has the
highest depth among all points, we also know that the depths of the other points do not
change.

I Observation 3.1. Whenever we have tdP (q) > tdP (p) for all points p in the point set, then
tdP (p) = tdP ′(p).

3.2 Inserting a new point
We have already seen point sets, that contain a point of maximum possible depth. These
special point sets will help us placing new points of large depth, which we then can push
outwards. For this, let P be a point set in general position and in symmetric (eccentric,
respectively) configuration missing the symmetric central point. If we place a new point
p at the location of the (previously inexistent) symmetric central point, then by Lemmas
2.1 and 2.5, we know that p has the maximal possible depth. Now, we are able to push p

outwards until it has the desired depth and the resulting point set is in eccentric (symmetric,
respectively) configuration. An example in dimension 2 can be found in Figure 2.

I Lemma 3.2. For any point set P ⊆ R2 in general position and in eccentric (symmetric,
resp.) configuration there exists a direction in which we can push the central point such that
after adding a new center we have a symmetric (eccentric, resp.) point set in general position.
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Figure 2 A point set in symmetric configuration (left). After pushing the symmetric central point
out (second from left), we arrive at a point set in eccentric configuration missing the symmetric
central point. Adding a new point at maximum possible depth (third from left). Pushing out again
gets us back into a symmetric point set missing the symmetric central point (rightmost).

Proof. First, note that if P is in symmetric configuration, any direction does the job. If P is
eccentric, then there exist two neighbors p1 and p2 in the rotational order of points around
q without a symmetric central line dividing them. Now choose to move q outwards on an
“opposite” halfline, see Figure 3, right. J

q
q

p1 p2

Figure 3 The central point and the direction in which we push it if the point set is symmetric
(left) and if the point set is eccentric (right).

In higher dimensions it is not so easy to see how to get the directions and why they
always exist. The core of our proof is the following theorem, whose full proof can be found
in the full version of the paper:

I Theorem 3.3. For every symmetric point set P ⊆ Rd, there exist two directions v1 and
v2 such that we can push the central point into either direction; add a new central point and
arrive at an eccentric point set P ′. We can then push the newly added point into the other
direction, and arrive at a symmetric point set P ′′ missing the symmetric central point.

Sketch of proof. Project P to the sphere Sd−1 ⊆ Rd and note that the resulting point P ′

set is still symmetric. Assume without loss of generality that no point of P ′ is at the north
or the south pole. If we choose v1 and v2 as the directions to the north and the south pole,
respectively, we are almost done; the only issue is that the resulting point set is not in general
position. However, using stereographic projection at the north pole, we get an eccentric
point set Q ⊆ Rd−1 whose central point is the projection of the north pole. Using induction
on the dimension, we may assume that we can move the projection of the north pole into
some direction and add a new central point c so that the resulting point set Q′ is symmetric.
Reversing the stereographic projection, and placing the new central point c at the south pole,
the directions v1 and v2 are given by the moved north pole and the south pole. J
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4 Conclusion

We have introduced Tukey depth histograms of j-flats, which relate to several problems in
discrete geometry. For histograms of points, we were able to give a full characterization.

It is an interesting open problem to find better necessary and also sufficient conditions,
perhaps even characterizations, of histograms of j-flats for j > 0. We hope that the ideas
and arguments in this paper might be useful in this endeavor.

Another interesting open problem is to relate depth histograms to other representations
of point sets. For example in the plane, the order type determines the `-vectors for each
point, but not vice-versa, that is, there are point sets that have the same sets of `-vectors
but different order types. Similarly, the set of `-vectors determines the histograms D0,2 and
D1,2. Is it true that the reverse is also true or are there point sets for which both D0,2 and
D1,2 are the same but whose sets of `-vectors are different?

References
1 Stefan Felsner. Geometric graphs and arrangements: some chapters from combinatorial

geometry. Springer Science & Business Media, 2012.
2 Jacob Goodman and Richard Pollack. A theorem of ordered duality. Geometriae Dedicata,

12:63–74, 01 1982. doi:10.1007/BF00147331.
3 Jacob Goodman and Richard Pollack. Multidimensional sorting. SIAM J. Comput., 12:484–

507, 08 1983. doi:10.1137/0212032.
4 Jacob Goodman and Richard Pollack. Semispaces of configurations, cell complexes of ar-

rangements. J. Comb. Theory, Ser. A, 37:257–293, 11 1984. doi:10.1016/0097-3165(84)
90050-5.

5 Jiri Matousek. Lectures on discrete geometry, volume 212. Springer Science & Business
Media, 2013.

6 A. J. Ruiz-Vargas and E. Welzl. Crossing-free perfect matchings in wheel point sets. In A
Journey Through Discrete Mathematics: A Tribute to Jiří Matoušek, pages 735–764. 2017.
doi:10.1007/978-3-319-44479-6_30.

7 Uli Wagner. k-sets and k-facets. Contemporary Mathematics, 453:443, 2008.



Enclosing Depth and other Depth Measures∗

Patrick Schnider1

1 Department of Mathematical Sciences, University of Copenhagen
ps@math.ku.dk

Abstract
We study families of depth measures defined by natural sets of axioms. We show that any such
depth measure is a constant factor approximation of Tukey depth. Along the way, we introduce and
study a new depth measure called enclosing depth, which we believe to be of independent interest,
and show its relation to a constant-fraction Radon theorem on certain two-colored point sets.

Related Version A full version is available at http://arxiv.org/abs/2103.08421

1 Introduction

Medians are an important tool in the statistical analysis and visualization of data. Various
generalizations of medians to higher dimensions have been introduced and studied, see
e.g. [1, 9, 12] for surveys. Many of these generalized medians rely on a notion of depth of a
query point within a data set, a median then being a query point with the highest depth
among all possible query points. In particular, just like the median, many of these depth
measures only depend on the relative positions of the involved points, making them robust
against outliers. More formally, let SRd denote the family of all finite sets of points in Rd. A
depth measure is a function % : (SRd

,Rd)→ R≥0 which assigns to each pair (S, q) consisting
of a finite set of data points S and a query point q a value, which describes how deep the
query point q lies within the data set S. We call a depth measure % combinatorial if it
depends only on the order type of S ∪ {q}. In this paper, we consider general classes of
combinatorial depth measures, defined by a small set of axioms, and prove relations between
them and concrete depth measures, such as Tukey depth (TD) and Tverberg depth (TvD).

I Definition 1.1. Let S be a finite point set in Rd and let q be a query point. Then the
Tukey depth of q with respect to S, denoted by TD(S, q), is the minimum number of points
of S in any closed halfspace containing q.

Tukey depth was introduced by John W. Tukey in 1975 [15] and has received significant
attention since, both from a combinatrial as well as from an algorithmic perspective, see
e.g. Chapter 58 in [14] and the references therein. Notably, the centerpoint theorem states
that for any point set S ⊂ Rd, there exists a point q ∈ Rd for which TD(S, q) ≥ |S|

d+1 [13].
In order to define Tverberg depth, we need a preliminary definition: given a point set S

in Rd, an r-partition of S is a partition of S into r pairwise disjoint subsets S1, . . . , Sr ⊂ S
with

⋂r
i=1 conv(Si) 6= ∅. We call

⋂r
i=1 conv(Si) the intersection of the r-partition.

I Definition 1.2. Let S be a finite point set in Rd and let q be a query point. Then the
Tverberg depth of q with respect to S, denoted by TvD(S, q), is the maximum r such that
there is an r-partition of S whose intersection contains q.
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Tverberg depth is named after Helge Tverberg who proved in 1966 that any set of
(d + 1)(r − 1) + 1 points in Rd allows an r-partition [16]. In particular, this implies that
there is a point q with TvD(S, q) ≥ |S|

d+1 . Just as for Tukey depth, there is an extensive body
of work on Tverbergs theorem, see the survey [3] and the references therein.

In R1, both Tukey and Tverberg depth give a very natural depth measure: it counts the
number of points of S to the left and to the right of q and then returns the minimum of the
two numbers. We call this measure the standard depth in R1.

Another depth measure that is important in this paper is called enclosing depth. We say
that a point set S of size (d+ 1)k in Rd k-encloses a point q if S can be partitioned into d+ 1
pairwise disjoint subsets S1, . . . , Sd+1, each of size k, in such a way that for every transversal
p1 ∈ S1, . . . , pd+1 ∈ Sd+1, the point q is in the convex hull of p1, . . . , pd+1. Intuitively, the
points of S are centered around the vertices of a simplex with q in its interior.

I Definition 1.3. Let S be a finite point set in Rd and let q be a query point. Then the
enclosing depth of q with respect to S, denoted by ED(S, q), is the maximum k such that
there exists a subset of S which k-encloses q.

It is straightforward to see that enclosing depth also gives the standard depth in R1. The
centerpoint theorem [13] and Tverberg’s theorem [16] show that both for Tukey as well as
Tverberg depth, there are deep points in any dimension. We will show that this also holds
for enclosing depth. In fact, we will show that enclosing depth can be bounded from below
by a constant fraction of Tukey depth. From this we get the main results of this paper: all
depth measures that satisfy the axioms given later are a constant factor approximation of
Tukey depth.

2 A first set of axioms

The first set of depth measures that we consider are super-additive depth measures. A
combinatorial depth measure % : (SRd

,Rd)→ R≥0 is called super-additive if it satisfies the
following conditions:
(i) for all S ∈ SRd and q, p ∈ Rd we have |%(S, q)− %(S ∪ {p}, q)| ≤ 1 (sensitivity),
(ii) for all S ∈ SRd and q ∈ Rd we have %(S, q) = 0 for q 6∈ conv(S) (locality),
(iii) for all S ∈ SRd and q ∈ Rd we have %(S, q) ≥ 1 for q ∈ conv(S) (non-triviality),
(iv) for any disjoint subsets S1, S2 ⊆ S and q ∈ Rd we have %(S, q) ≥ %(S1, q) + %(S2, q)

(super-additivity).

It is not hard to show that a one-dimensional depth measure which satisfies these
conditions has to be the standard depth measure (in fact, the arguments are generalized to
higher dimensions in the following two observations) and that no three conditions suffice for
this. Further, it can be shown that both Tukey depth and Tverberg depth are super-additive.
The following two observations follow from the definitions, see the full version for the proofs:

I Observation 2.1. For every depth measure % satisfying (i) sensitivity and (ii) locality and
for all S ∈ SRd and q ∈ Rd we have %(S, q) ≤ TD(S, q).

I Observation 2.2. For every depth measure % satisfying (iii) non-triviality and (iv) super-
additivity and for all S ∈ SRd and q ∈ Rd we have %(S, q) ≥ TvD(S, q).

Finally, it is not too hard to show that TvD(S, q) ≥ 1
dTD(S, q), see e.g. [7] for an argument.

Combining these observations, we thus get the following.
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q

Figure 1 Enclosing depth does not satisfy the super-additivity condition: the point q has enclosing
depth 1 with respect to both the blue and the red points, but its enclosing depth with respect to the
union of the two sets is still 1.

I Corollary 2.3. Let % be a super-additive depth measure. Then for every point set S and
query point q in Rd we have

TD(S, q) ≥ %(S, q) ≥ TvD(S, q) ≥ 1
d
TD(S, q).

From Corollary 2.3 it follows that for any super-additive depth measure and any point
set there is always a point of depth at least |S|

d+1 , for example any Tverberg point. On
the other hand, there are depth measures that give the standard depth in R1 that are not
super-additive, for example enclosing depth, see Figure 1.

3 A second set of axioms

The second family of depth measures we consider are central depth measures. A combinatorial
depth measure % : (SRd

,Rd)→ R≥0 is called central if it satisfies the following conditions:
(i) for all S ∈ SRd and q, p ∈ Rd we have |%(S, q)− %(S ∪ {p}, q)| ≤ 1 (sensitivity),
(ii) for all S ∈ SRd and q ∈ Rd we have %(S, q) = 0 for q 6∈ conv(S) (locality),

(iii’) for every S ∈ SRd there is a q ∈ Rd for which %(S, q) ≥ 1
d+1 |S| (centrality).

(iv’) for all S ∈ SRd and q, p ∈ Rd we have %(S ∪ {p}, q) ≥ %(S, q) (monotonicity),

We have seen before that any super-additive depth measure indeed satisfies the centrality
condition, and the super-additivity condition (iv) is stronger than the monotonicity condition
(iv’), so central depth measures are a superset of super-additive depth measures. It is actually
a strict superset, as for example the depth measure whose depth regions are defined as the
convex hulls of Tverberg depth regions is central but not super-additive.

While central depth measures enforce deep points by definition, they might still differ
from each other a lot locally. In the following, we will bound by how much they differ locally,
showing that every central depth measure is a constant factor approximation of Tukey depth.

I Theorem 3.1. Let % be a central depth measure in Rd. Then there exists a constant
c1 = c1(d), which depends only on the dimension d, such that

TD(S, q) ≥ %(S, q) ≥ ED(S, q)− (d+ 1) ≥ c1 · TD(S, q)− (d+ 1).

EuroCG’21
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Here the first inequality is just Observation 2.1. As for the second inequality, we only
give a sketch here and refer the interested reader to the full version. We would like to argue
that if S k-encloses q then %(S, q) = k. By centrality, there must indeed be a point q′ with
%(S, q′) = k (note that |S| = k(d + 1) by definition of k-enclosing), but this point can lie
anywhere in the centerpoint region of S and not every point in the centerpoint region is
k-enclosed by S. However, by adding d+ 1 points very close to q, we can ensure that q is
the only possible centerpoint in the new point set, and the second inequality then follows
from sensitivity and monotonicity after removing these points again. The most involved part
of Theorem 3.1 is the last inequality, which we will now prove:

I Theorem 3.2 (E(d)). There is a constant c1 = c1(d) such that for all S ∈ SRd and q ∈ Rd
we have ED(S, q) ≥ c1 · TD(S, q).

Note that E(1) is true and c1(1) = 1. Let P = R ∪ B be a bichromatic point set with
color classes R (red) and B (blue). We say that B surrounds R if for every halfspace h we
have |B ∩ h| ≥ |R ∩ h|. Note that this in particular implies |B| ≥ |R|. The statement E(d)
is related to the following constant-fraction Radon theorem:

I Theorem 3.3 (R(d)). Let P = R ∪B be a bichromatic point set in Rd where B surrounds
R. Then there is a constant c2 = c2(d) such that there are integers a and b and pairwise
disjoint subsets R1, . . . , Ra ⊆ R and B1, . . . , Bb ⊆ B with
1. a+ b = d+ 2,
2. |Ri| ≥ c2 · |R| for all 1 ≤ i ≤ a,
3. |Bi| ≥ c2 · |R| for all 1 ≤ i ≤ b,
4. for every transversal r1 ∈ R1, . . . , ra ∈ Ra, b1 ∈ B1, . . . , bb ∈ Bb, we have conv(r1, . . . , ra)∩

conv(b1, . . . , bb) 6= ∅.

In other words, the Radon partition respects the color classes. It can be shown that R(1)
can be satisfied choosing a = 1, b = 2 and c2(1) = 1

3 , see the appendix for a proof. In the
following, we will prove that R(d − 1) ⇒ E(d) and that E(d − 1) ⇒ R(d). By induction,
these two claims then imply Theorem 3.1.

I Lemma 3.4. R(d− 1)⇒ E(d).

Sketch of Proof. Assume without loss of generality that q is the origin an that the halfspace
h : xd ≤ 0 witnesses TD(S, q) = k. Consider the point set S′ derived from S by central
projection through q to the hyperplane xd = 1, and color all points from h red and the points
from the complement hc blue. Then S′ is a (d− 1)-dimensional point set where B surrounds
R. Further, every Radon partition in S′ which respects the color classes corresponds to a
simplex in S which contains q. J

For the proof of the second implication, we need to recall a few results, starting with the
Same Type Lemma by Bárány and Valtr [4].

I Theorem 3.5 (Theorem 2 in [4]). For every two natural numbers d and m there is a
constant c3(d,m) > 0 with the following property: Given point sets X1, . . . , Xm ⊆ Rd such
that X1 ∪ . . . ∪Xm is in general position, there are subsets Yi ⊆ Xi with |Yi| ≥ c3 · |Xi| such
that all transversals of the Yi have the same order type.

The second result that we will need is the Center Transversal Theorem, proved indepen-
dently by Dol’nikov [6] as well as Zivaljević and Vrećica [17]. We will only need the version
for two colors, so we state it in this restricted version:
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I Theorem 3.6 (Center Transversal for two colors). Let µ1 and µ2 be two finite Borel measures
on Rd. Then there exists a line ` such that for every closed halfspace H which contains `
and every i ∈ {1, 2} we have µi(H) ≥ µi(Rd)

d .

Such a line ` is called a center transversal. By a standard argument (replacing points
with balls of small radius, see e.g. [10]), the same result also holds for two point sets P1, P2
in general position, where µi(H) is replaced by |Pi ∩H|. The lemma that is at the core of
the proof of the center transversal theorem is the following, again proved independently by
Dol’nikov [6] as well as Zivaljević and Vrećica [17]:

I Lemma 3.7. Let g1 and g2 be two continuous assignments of points to the set of all
(d− 1)-dimensional linear subspaces of Rd. Then there exists such a subspace F in which
g1(F ) = g2(F ).

The centerpoint theorem follows by choosing in a unique way g1 and g2 in the centerpoint
region of projected masses. If the two measures can be separated by a hyperplane, we can do
something similar with the center transversal:

I Lemma 3.8. Let µ1 and µ2 be two finite Borel measures on Rd, which can be separated by
a hyperplane. Then there is a unique canonical choice of a center transversal.

For a proof we refer to the appendix. Again, the same statement holds for point sets in
general position. With these tools at hand, we are now ready to prove the second part of the
induction.

I Lemma 3.9. E(d− 1)⇒ R(d).

Sketch of Proof. Let ` be a line through the origin. Sweep a hyperplane orthogonal to `
from one side to the other (without loss of generality from left to right). Let h1 (h2) be a
sweep hyperplane with exactly |R|3 blue points to the left (right), and let A1 (A2) be the set
of these blue points. Let M be the set of red points between h1 and h2. Note that |M | ≥ |R|3 .
Let c be the unique center transversal of A1 and A2 given by Lemma 3.8. By Lemma 3.7,
there exists a choice of `, such that c is also a center transversal for M . The projection of c
to an orthogonal hyperplane is a centerpoint of the projection of A1, thus by the statement
E(d− 1) there are three subsets A1,1, . . . A1,d of A1, each of size c1 · |A1| whose projections
enclose the projection of c. Analogously we get subsets A2,1, . . . , A2,d of A2 and M1, . . . ,Md

of M . By Theorem 3.5 there are subsets A′1,1, . . . ,M ′d, each of size linear in the size of the
original subset, such that each transversal has the same order type. Pick one such transversal.
It can be shown that he convex hulls of the blue points (from A1 and A2) and the red points
(from M) intersect. In particular, there is a subset of d+ 2 red and blue points, which form
a Radon partition. By choosing the subsets from which these points were selected, we now
get the subsets required for R(d). J

4 Conclusion

We have introduced two families of depth measures, called super-additive depth measures
and central depth measures, where the first is a strict subset of the second. We have shown
that all these depth measures are a constant-factor approximation of Tukey depth.

It is known that Tukey depth is coNP-hard to compute when both |S| and d is part of the
input [8], and it is even hard to approximate [2] (see also [5]). Our result is thus an indication
that central depth measures are hard to compute. However, this does not follow directly, as
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our constant has an exponential dependence on d. It is an interesting open problem whether
the approximation factor can be improved.

There is a depth measure which has attracted a lot of research, which does not fit into
our framework: simplicial depth (SD). The reason for this is that while the depth studied in
this paper are linear in the size of the point set, simplicial depth has values of size O(|S|d+1).
However, after the right normalization, simplicial depth can be reformulated to satisfy all
conditions except super-additivity and centrality. It would be interesting to see whether there
is some function g depending on point sets and query points such that the depth measure
SD(S,q)
g(S,q) is super-additive. Such a function, if it exists, could potentially be used to improve
bounds for the first selection lemma (see e.g. [11]).

Acknowledgments. Thanks to Emo Welzl, Karim Adiprasito and Uli Wagner for the helpful
discussions.
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Abstract
We consider a minimizing variant of the well-known No-Three-In-Line Problem, the Geometric
Dominating Set Problem: What is the smallest number of points in an n× n grid such that every
grid point lies on a common line with two of the points in the set? We show a lower bound of Ω(n2/3)
points and provide a constructive upper bound of size 2dn/2e. If the points of the dominating sets
are required to be in general position we provide optimal solutions for grids of size up to 12× 12.
For arbitrary n the currently best upper bound remains the obvious 2n. Finally, we discuss some
further variations of the problem.

1 Introduction

The well-known No-Three-In-Line Problem asks for the largest point set in an n× n grid
without three points in a line. This problem has intrigued many mathematicians including
e.g. Paul Erdős for roughly 100 years now. Few results are known and explicit solutions
obtaining the trivial upper bound of 2n only exist for n up to 46 and n = 48, 50, 52 (See
e.g. [3]). Providing general bounds seems to be notoriously hard to solve; see [4, 6] for some
history of this problem.

In this note we concentrate on an interesting minimizing variant of the No-Three-In-Line
problem, which we call the Geometric Dominating Set Problem: What is the smallest number
of points (or points in general position) in an n× n grid such that every grid point lies on a
common line with two of the points in the set? This problem arose during the 2018 Bellairs
Winter Workshop on Computational Geometry. Later we found out that already in 1976
in Martin Gardner’s Mathematical Games column [4] the minimization version has been
mentioned. Gardner wrote: “Instead of asking for the maximum number of counters that can
be put on an order-n board, no three in line, let us ask for the minimum that can be placed
such that adding one more counter on any vacant cell will produce three in line.” According
to Gardner, the problem had already been mentioned briefly in a paper by Adena, Holton
and Kelly [1]. He mentioned their best results which they obtained by hand for 3 ≤ n ≤ 10.
These are 4, 4, 6, 6, 8, 8, 12, 12. Surprisingly, up to n = 8, their solutions are indeed optimal
solutions as we will see in Section 3. However, it seems that no progress has been made since
then, except for the special case where lines are restricted to vertical, horizontal and 45◦

diagonal lines [2].
This minimum version might remind one less of the No-Three-In-Line Problem, which

itself is based on a mathematical chess puzzle, and more of the Queens Domination Problem
that asks for a placement of five queens on a chessboard such that every square of the board
is attacked by a queen. In a more general setting this problem asks for the domination
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
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Figure 1 Three out of 228 solutions: Every square lies on a line defined by two pawns where no
three pawns are allowed to lie on a common line.

number of the n× n queen graph. Inspired by that, we call the smallest size of a solution for
the Geometric Dominating Set Problem the geometric domination number Dn.

After introducing the Geometric Dominating Set Problem formally, we will prove non-
trivial asymptotic upper and lower bounds and provide further computational results.

1.1 Dominating Sets

In the spirit of mathematical chess puzzles, the Geometric Dominating Set Problem can be
formulated in two variants as

How many pawns do we have to place on a chessboard such that every square lies on
a straight line defined by two pawns? How many pawns do we need if no three pawns are
allowed to lie on a common line?

We will see in Section 3, the answer for a chessboard is eight and some solutions are
the placements shown in Figure 1. In fact, there are 228 possibilities to do so, and 44 if we
cancel out rotation and reflection symmetries.

I Definition 1.1. Three points are called collinear, if they lie on a common line. Conversely,
a set S is called in general position if no three points in S are collinear.

We call a point p in the n×n grid dominated (by a set S), if p ∈ S or there exist x, y ∈ S
such that {x, y, p} are collinear. Similarly, we say p is dominated by a line L if p lies on L.

A subset S of the n× n grid is called a (geometric) dominating set or simply dominating
if every point in the grid is dominated by S.

We call the smallest size of a dominating set of the n×n grid the (geometric) domination
number and denote it by Dn. The smallest size of a dominating set in general position (an
independent dominating set) is called the independent (geometric) domination number and
denoted by In. Note that every point in an independent dominating set is only dominated
by pairs that include the point itself.

1.2 Summary Of Results

We will show that
In ≥ Dn = Ω(n2/3) (Subsection 2, Theorem 2.3)
Dn ≤ 2dn/2e (Subsection 3, Theorem 3.1)

and present several computational results.
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2 Lower Bounds

For a lower bound on Dn, let us consider a set S of s points in the n× n grid. Any pair of
points in S can dominate at most n points, so it has to hold that

(
s
2
)
n ≥ n2 which is the

case if s ≥ 1
2 +

√
1
4 + 2n ≥

√
2n. Therefore, Dn = Ω(n1/2).

However, hardly any lines in the n× n grid dominate n points. In fact, we can prove a
significantly better bound by using the following theorem, where ϕ denotes the Euler-Phi
function.

I Theorem 2.1. Let n = 2k + 1 and S be a subset of the n× n grid with |S| ≤ 4
∑m
i=1 ϕ(i),

where 1 ≤ m ≤ k. Then the number of points dominated by lines incident to a fixed point
x ∈ S and the other points in S is bounded by

1 + 8
m∑

i=1

⌊n
i

⌋
ϕ(i) ≤ 48

π2nm+O (n logm) .

The proof of this theorem can be found in [6] and uses the following well known number
theoretic result.

I Theorem 2.2 (Arnold Walfisz [7]).

k∑

i=1
ϕ(i) = 3

π2 k
2 +O

(
k(log k) 2

3 (log log k) 4
3

)

m∑

i=1

ϕ(i)
i

= 6
π2m+O

(
(logm) 2

3 (log logm) 4
3

)

I Theorem 2.3 (A lower bound on Dn). For n ∈ N, it holds that Dn = Ω(n2/3).

Proof. First, let n = 2k + 1, k ∈ N and let S be a set of s points in the grid, where√
2n ≤ s ≤ 2n. (Recall that 2n is a trivial upper bound on Dn and

√
2n a lower bound.)

Let m be the smallest positive integer such that s ≤ 4 ·∑m
i=1 ϕ(i). Then s ∼ 12

π2m
2 by

Theorem 2.2.
By Theorem 2.1, the number of points dominated by lines incident to a fixed point p and

one of s− 1 additional points is bounded by 48
π2nm+O (n logm). To dominate all points in

the grid, we thus need

n2 ≤ s
(

48
π2nm+O (n logm)

)
.

Next, we plug in the asymptotic expression for s, such that the inequality simplifies to

n2 ≤
(

12
π2m

2 +O (m logm)
)(

48
π2nm+O (n logm)

)
= 576

π4 nm
3 +O

(
nm2 logm

)

If we divide by n, we can see that m = Ω(n1/3) and consequently s = Ω(n2/3) which
proves the claim for n odd.

For n even we embed the n× n grid into the (n+ 1)× (n+ 1) grid and obtain the same
asymptotic results. J

I Corollary 2.4. In = Ω(n2/3).

Proof. Since any independent dominating set is a dominating set, In ≥ Dn. J
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3 Upper Bounds

I Theorem 3.1 (An upper bound on Dn). For n ∈ N , it holds that Dn ≤ 2
⌈
n
2
⌉
.

The proof is based on the construction in Figure 2 and can be found in [6]. If n = k2 is
an odd square the result can be slightly improved to n− 1 by a construction similar to the
one depicted for k = 3 and n = 9 in the leftmost drawing of Figure 6.

Figure 2 Dominating set construction for n = 16.

So far, for In there is no better upper bound known than the obvious 2n.

4 Small Cardinalities and Examples

Figure 3 The unique (up to symmetry) minimal independent dominating set of size 8 for the
10× 10 board and a small independent dominating set of size 16 for the 21× 21 board. The latter
gives the currently best known ratio (number of points / grid size) of 16/21 < 0, 762.

To obtain results for small grids we developed a search algorithm based on the classic
backtracking approach. To speed up the computation, both symmetries – rotation and
reflection – were taken into account. For n = 2, . . . , 12, we made an exhaustive enumeration
of all independent dominating sets, and the obtained results are summarized in Table 1. For
larger sets upper bounds on In are given in Table 2. Figure 3 gives two examples of small
independent dominating sets.
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n 2 3 4 5 6 7 8 9 10 11 12
In 4 4 4 6 6 8 8 8 8 10 10

non sym. sets 1 2 2 26 2 573 44 3 1 19 2
all sets 1 5 2 152 8 4136 228 11 4 108 12

Table 1 Size of smallest independent dominating sets for n = 2, . . . , 12 and number of different
sets, considering symmetry (rotation and reflection), and all sets.

n 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
In ≤ 12 12 14 14 15 16 16 16 16 18 20 20 22 24 24 24 24 25

Table 2 Currently best upper bounds for smallest independent dominating sets for n > 12.

Figure 4 Three independent dominating sets of cardinality 28 for a 36× 36 board.

We also obtained results for larger sets, but there is no evidence that our sets are (near
the) optimal solutions. Most of these examples are rather symmetric, but that might be
biased due to the approach we used to generate larger sets from smaller sets by adding
symmetric groups of points. Figure 4 shows three drawings for n = 36 with independent
dominating sets of size 28.

Figure 5 shows different dominating sets for n = 7. The best dominating sets that contain
collinear points are smaller than the best solutions in general position. For n ≤ 12 this is the
only board size where allowing collinear points leads to smaller dominating sets. Figure 6(left)
shows some nicely symmetric dominating sets with collinear points.

5 Variations of the Problem and Conclusion

We have already seen in the previous section that minimal examples can get smaller if we
allow dominating sets to contain collinearities, cf. Figures 5 and 6. We can also release the
restriction that the points of the dominating set have to lie within the grid, that is, the points
can have coordinates smaller than one, or larger than n. In Figure 6(right) we depict two
examples where the shown dominating sets are smaller than the best bounded solutions in
general position. So far we have not been able to find any examples where this idea combined
with collinear points in the dominating set provided even better solutions.

Another interesting variant is a game version: Two players alternatingly place a point
on the n× n-grid such that no three points are collinear. The last player who can place a
valid point wins the game (called normal play in game theory). It is not hard to see that for
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Figure 5 Five different dominating sets for a 7 × 7-board. The first two sets are in general
position and have size 8, while the remaining three sets have size 7 but contain collinear points.

Figure 6 Left: Symmetric dominating sets with collinear points for n = 9 and n = 10. Right:
Smaller dominating sets for a 2× 2-board and a 7× 7-board if points are allowed to be outside of
the board. These solutions are unique up to symmetry.

any even n the second player has a winning strategy. She just always sets the point which is
center mirrored to the previous move of the first player. By symmetry arguments this move
is always valid, as long as the first player made a valid move. For n odd the situation is more
involved. If the first player does not start by placing the central point in her first move, then
we have again a winning strategy for the second player by the same reasoning (note that the
central place can not be used after the first two points have been placed, as this would cause
collinearity). So if the first player starts by placing the central point it can be shown that
for n = 3 she can also win the game. But for n = 5, 7, 9 still the second player has a winning
strategy. For odd n we currently do not know the outcome for games on grids of size n ≥ 11.

Several open problems arise from our considerations:
Is there a constant c > 0 such that Dn ≤ In ≤ (2− c)n holds for large enough n?
Do In and Dn grow in a monotone way, that is, is In+1 ≥ In and Dn+1 ≥ Dn?
Is there some n0 such that In > Dn for all n ≥ n0?
Do minimal dominating sets in general position always have even cardinality? For n ≤ 12
this is the case, but the currently best example for n = 17 might be a counterexample.
How much can the size of dominating sets (with or without collinear points) be improved
if the points are allowed to lie outside the grid?
Which player has a winning strategy in the game version for boards of size n ≥ 11, n odd.

In [6], the problem was also considered on the discrete n × n torus. By extending the
probabilistic approach of Guy and Kelly to the No-3-In-Line problem [5] an upper bound
of O(

√
n logn) holds, which remarkably is below the lower bound of the regular grid. We

can show a lower bound of Ω(
√
n) for the torus if n is prime, but if n is a power of 2, then

actually 4 points are sufficient. We will provide detailed results in the full version.
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thank the organizers and participants of both workshops for a very fruitful atmosphere.
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Abstract
The polyline bundle simplification problem asks for the smallest consistent simplification (with
respect to a given distance threshold) of a set of polylines which may share line segments and
bend points. As the problem was shown to be APX-hard in previous work, we consider here an
interesting special case where the polylines form a rooted tree. Tree bundles naturally arise in
the context of movement data visualization. Moreover, general bundles might be decomposable
into a (small) set of tree bundles. We present an algorithm that computes optimal tree bundle
simplifications in time O(n3) where n is the total number of points in the input. The applicability
of our approach is demonstrated in an experimental evaluation on real-world data.

1 Introduction

Polyline simplification is a well-studied optimization problem which can be solved to optimality
in polynomial time [3]. However, in case the input is a set of (partially) overlapping polylines,
individual simplification of each polyline leads to visually unpleasing results as shared parts
may be simplified in different ways. Aiming at more appealing results, Spoerhase et al. [5]
introduced the problem of Polyline Bundle Simplification (PBS), adding as an additional
constraint that shared parts must be simplified consistently (i.e. each point is either kept in
or discarded from all polylines containing it).

I Definition 1 (Polyline Bundle Simplification [5]). An instance of PBS consists of a triple
(P,L, δ) where P = (p1, . . . , pn) is a set of n points in the plane, L = {L1, . . . Ll} is a set of
simple polylines, each represented as lists of points from P , and δ is a distance parameter.
Given a triple (P,L, δ), the goal is to obtain a minimum size subset P ∗ ⊆ P of points such
that for each polyline L ∈ L its induced simplification S = L ∩ P ∗ contains the start and
end point of L and has a segment-wise Fréchet distance of at most δ to L.

PBS is a generalization of the classical polyline simplification problem but was proven
by Spoerhase et al. [5] to be NP-hard to approximate within a factor of n1/3−ε for any
ε > 0 even for two polylines. As a potentially practical feasible approach, a bi-criteria
(O(log(l + n)), 2)-approximation algorithm was presented in [5]. This algorithm is allowed
to return results within a distance threshold of 2δ, and based on this constraint relaxation
achieves a logarithmic approximation factor (compared to the optimal solution for δ) in
polynomial time.

With the general problem being APX-hard, we focus in this paper on designing efficient
algorithms for a special case of PBS in which the polylines form a rooted tree. Such polyline
bundles arise for example when aggregating vehicle trajectories from a certain starting
location, with the vehicles moving on (unique) shortest paths in an underlying road network.
Similar to the concept of the Imai-Iri algorithm for simplification of a single polyline [3], our
algorithm precomputes the possible set of shortcuts for the given distance threshold and
thereupon transforms the given geometric problem into a graph problem. But while in the
Imai-Iri algorithm a simple search for the minimum link-path in the shortcut graph suffices,
we need a more intricate dynamic programming approach to deal with the tree structure.
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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2 Problem Statement

We now formally define the concept of a Polyline Tree Bundle (PTB).

I Definition 2 (Polyline Tree Bundle). A PTB is a set of simple polylines L where all L ∈ L
start at the same root point pr, and for any pair of polylines L,L′ ∈ L the only allowed
intersection is a common prefix (pr, ..., pi).

As described in Definition 1 for general polyline bundles, our optimization goal is to find
for a given distance threshold δ the smallest subset of points in the input such that the
induced simplification is valid with respect to δ for each L ∈ L. A distance function d is used
to measure the distance of a line segment (a, b) in the simplification to the corresponding
sub-polyline of L, which we abbreviate by L[a, . . . , b]. For a valid simplification, we require
d((a, b), L[a, . . . , b]) ≤ δ. In the following, we will consider two distance functions: (i) the
Fréchet distance (as used in [5]), and (ii) the maximum Euclidean distance.

To transform the PTB simplification problem into a graph problem, we construct two
directed graphs from the input data: a tree graph and a shortcut graph. We start by
considering the polylines as embedded directed paths which start at the root point. The tree
graph GT = (V,ET ) is the union of these paths. More precisely, for each point p occurring
in the PTB there is a corresponding node v ∈ V (with vr corresponding to the root point
pr), and there exists a directed edge (v, w) ∈ ET if there is a polyline L ∈ L which contains
the segment between the respective points (in that direction). For a given distance function
d and threshold δ > 0, the shortcut graph GS = (V,ES) is the union of all valid shortcut
edges, i.e. edges (v, w) ∈

(
V
2
)
where for all polylines L ∈ L that contain v and w (in that

order), we have d((v, w), L[v, . . . , w]) ≤ δ. Note that ET ⊆ ES , i. e. all tree graph edges are
also contained in the shortcut graph.

The construction of these graphs can be accomplished in time O(n3). In a PTB on n
points, there can be at most n polylines with a total of O(n2) segments. Accordingly, the
tree graph can be constructed in time O(n2). We remark that we do not need to consider
the case where a polyline L′ ∈ L is a sub-polyline of L ∈ L. By definition, we will include
the endpoints of all polylines in our simplification and hence if the endpoint of L′ lies on
L, we could simply consider that point as the root of another PTB which can be simplified
independently. For the shortcut graph construction, we compute the set of valid shortcuts by
considering the polylines one after the other. To avoid redundant computations along shared
parts, we store the result for already considered node pairs. Accordingly, the total number of
potential shortcuts that need to be checked is in O(n2). The time Td to check the validity
of a shortcut depends on the distance function d. For both, the Fréchet distance and the
Euclidean distance, we have Td ∈ O(n). Therefore, the total construction time is in O(n3).

We are now ready to restate the PTB simplification problem (PTBS) as a graph problem.

I Definition 3 (Polyline Tree Bundle Simplification). Given a tree graph GT (V,ET ) and a
shortcut graph GS(V,ES), the goal is to find a smallest node subset S ∈ V such that:

The root node and all leaf nodes of the tree graph are contained in S.
For each path from the root node to a leaf node in GT , its restriction to nodes in S has to
result in a valid path in GS (i.e. consecutive nodes are connected with a valid shortcut).

In Figure 1, optimal PTBS solutions for an example instance are shown.
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Figure 1 A tree bundle and two optimal consistent simplifications for different distance thresholds.

3 A Polynomial Time Algorithm for PTBS

In this section, we describe a dynamic programming approach that operates on the tree
graph GT and the shortcut graph GS , and returns an optimal PTBS solution in O(n2).

Let Sub(v) ⊆ GT be the sub-tree rooted at node v in the tree graph. Our main observation
is that we can break down an optimal solution recursively. If a node v is part of the solution
(v ∈ S), it’s easy to see that there can’t be shortcuts bypassing v. Thus, the solution S can be
split into two parts: an optimal solution for Sub(v) and an optimal solution for GT \ Sub(v).
We denote the size of an optimal solution for Sub(v) by s(v). As we don’t know a priori
which nodes will end up in the solution, we strive for computing s(v) for each node v ∈ V in
an efficient manner. For leaf nodes v, we obviously get s(v) = 1. To compute s(v) for an
inner node v, we assume that s(w) is already known for all nodes w ∈ Sub(v) \ {v}. For
each path from v to a leaf node in Sub(v), the solution for Sub(v) needs to contain a cover
node w such that (v, w) ∈ ES (that means there is a valid shortcut from v to w). To identify
the best selection of cover nodes, we compute a helping function h : V → N for each node
w ∈ Sub(v) as follows: Initially, h(w) = s(w) if (v, w) ∈ ES , and h(w) =∞ otherwise. Then,
in a post-order traversal of Sub(v), we set h(w) = min{h(w),

∑
u∈N(w) h(u)} where N(w)

denotes the set of children (out-neighbors) of w in GT . In that way, h(w) encodes the smallest
number of nodes that have to be kept in Sub(w) if for all paths from v to leaf nodes in Sub(w)
the respective cover node is contained in Sub(w). The optimal solution size s(v) for Sub(v) is
then equal to h(v) + 1 (as we have to additionally include v itself). Note that s(v) is always
well-defined (i.e., finite) as the tree edges are all valid shortcuts in GS . The time to compute
s(v) is in O(|Sub(v)|+ |{(v, w) ∈ Es}|) and hence can be upper bounded by O(n). To make
sure that at the time we want to compute s(v) all values s(w) for w ∈ Sub(v) \ {v} are
known, we also globally traverse the nodes in the tree graph in post-order. Hence altogether,
we have two nested post-order traversals with a total complexity of O(n2). The optimal set
of simplification nodes S can then be determined by backtracking.

For a faster running time in practice, we suggest to only compute h-values for nodes in
Sub(v) which are on a path from v to some potential cover node w with (v, w) ∈ ES . These
nodes can easily be identified by computing the reverse path from each such node w to v and
marking all nodes along the way (stopping as soon as a marked node is encountered to avoid
redundancy). For marked nodes w with an unmarked neighbor, we simply set

∑
u∈N(w) h(u)

to ∞ to maintain correctness. Especially for small distance thresholds δ and large sub-trees
Sub(v), this modification is expected to accelerate the computation of s(v) significantly.

Finally, we remark that minimizing the number of nodes in the simplified tree bundle is
equivalent to minimizing the number of segments; while for general polyline bundles these
two optimization goals might lead to different results as discussed in [5].
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Figure 2 Example: computation of h(w). Tree egdes are black, shortcuts are dashed blue,
solution shortcuts are dashed green. Attached to each node: h(w) and s(w).

In the first figure, w is currently reachable by a shortcut, so is one of its children. However, since
one child is not reachable by a shortcut (indicated by h = ∞), we compute h(w) = s(w) + 1.

In the second figure, h(w) is updated to 1, because the only child is reachable by a shortcut, and
the sum of h over the children is smaller than the original h(w).

In the bottom figure, we compute s(v) = h(v) as the sum of h over all children.
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Figure 3 Experimental results on tree bundles of different size extracted from road networks. The
left image shows the time (in seconds) to compute the shortcut graph in dependency of the number
of nodes in the input. More orange lines indicate larger values of δ. The image in the middle provides
running time results of the DP approach (subdivided by different means to compute a post-order of
the nodes in the tree graph). The right image depicts the computed optimal simplification sizes.
Here, darker lines indicate a larger number of nodes in the input. Points are averaged over 20 tree
bundles for every configuration of δ and the tree size. δ is given in meters.

4 Experiments

We implemented the dynamic programming-based approach for PTBS as well as the bi-criteria
approximation algorithm by Spoerhase et al. [5] suited for simplification of general polyline
bundles. Our input is constructed by randomly sampling a node from the road network of
Germany (extracted from OSM). Expanding from the root we construct a subgraph with
a certain size and perform a BFS to obtain a tree. A tree bundle is then generated by
backtracking from the leaves. Experiments were mainly conducted on a single core of an
AMD Ryzen 7 3700X with 4.1 GHz. Bi-criteria algorithm experiments were conducted on an
Intel Core i9 with 2.4 GHz.

Figure 3 illustrates the experimental results for our proposed approach on tree bundles of
different size and with different distance thresholds δ (limiting the Euclidean distance). In
compliance with our theoretical analysis, we observe that the time to compute the shortcut
graph clearly dominates the overall running time. The dynamic program (DP) itself then
produces the optimal solution very quickly, especially when using the engineering idea
described above and an iterative depth-first-search run in the tree to compute a post-order of
the nodes. In the right plot in Figure 3, it can be nicely observed that the optimal number
of nodes in the simplification converges for growing values of δ to the number of leaf nodes
in the tree graph, as those have to be kept by definition.

Furthermore, we compared the performance of the DP-based approach for PTBS to
that of the bi-criteria approximation algorithm (BCA) on the same input with the Fréchet
distance serving as the distance function. This experiment was conducted on a single core of
an Intel i5-4300U CPU with 1.90GHz and 12GB RAM. As BCA might return results where
the simplified polylines have a segment-wise Fréchet distance of up to 2δ to the original
polylines, we ran the BCA algorithm twice, once with δ and once with δ/2. Table 1 shows
the respective results for the example tree bundle illustrated in Figure 4 and δ = 0.00005.

We observe that BCA indeed makes use of the relaxed distance constraint. In the BCA
run with δ = 0.00005, the resulting Fréchet distance is 1.75 times larger than δ, coming
close to the theoretically guaranteed upper bound of 2. However, even with this increased
distance threshold, the BCA solution is worse than the optimal solution for the original
δ computed with the DP-based approach. And if we use BCA with δ/2 to ensure that it
enforces the same distance bound as the DP-approach, the quality deteriorates further. In
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Figure 4 Polyline tree bundle (based on the road network of Konstanz) with 8000 points.

addition, the DP-based approach is about 20 times faster. The same trend was observed on
other instances. We hence conclude that on tree bundles the DP-based approach is superior.
But of course BCA is more versatile as it can be applied to arbitrary polyline bundles.

δ Fréchet distance dF dF /δ retained points time (msec)
DP 0.00005 0.0000500 1.00 4009 21
BCA 0.00005 0.0000877 1.75 4029 407
BCA 0.000025 0.0000404 1.61 5276 350

Table 1 Comparison of the DP and the BCA algorithm on an input tree bundle with 8000 points.
Distances are given in geo-coordinates (0.00005 decimal degrees u 5m).

5 Outlook

We developed an efficient and exact approach for polyline tree bundle simplification. As
shown in our theoretical as well as empirical analysis, the running time is currently dominated
by the computation of the shortcut graph. Therefore, attempts to accelerate the approach
should focus on this step. For example, a shortcut (v, w) bypassing a node z of out-degree
larger than 1 can only be part of a feasible solution if for every subtree rooted at an out-
neighbor of z there is also a valid shortcut emerging from v that ends in that subtree. It
hence might be possible to reduce the number of potential shortcuts that have to be checked
based on structural observations.

Melkman and O’Rourke [4] and Chan and Chin [1] construct a shortcut graph for the
Euclidean distance in time O(n2). We will examine if their results are applicable to our
problem setting.

Another interesting direction for future work is the development of techniques to subdivide
a general polyline bundle into a set of tree bundles, which then could be simplified optimally
(and in parallel) with our approach. If only few points of the general bundle need to be
included in the solution set to realize a subdivision into tree bundles, then we would expect
to end up with a good overall simplification quality. We assume that real-life movement
trajectories might be well suited for such an approach.
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Abstract
We study polyiamonds (triangular polyominoes) that fold into the smallest yet unstudied platonic
solid – the octahedron. We present a characterization for the convex polyiamonds that fold into
an octahedron. Moreover, we show a sharp size bound for foldable polyiamonds. While there exist
unfoldable polyiamonds of size 14, every polyiamond of size at least 15 folds into the octahedron.

1 Introduction

Algorithmic origami is a comparatively young branch of computer science that studies the
algorithmic aspects of folding various materials. The construction of three-dimensional
objects from two-dimensional raw materials is of particular interest and has applications in
robotics in general [10, 12], and also in the construction of objects in space [9].

While foldings of polycubes and tetrahedra have already been studied, we take the next
step and focus on the question of whether a given polyiamond folds into the octahedron?

(a) The (unit) octahedron O. (b) A polyiamond P .

Figure 1 Does the polyiamond P fold into the octahedron O?

By an octahedron, we refer to the regular octahedron O composed of eight equilateral
(unit) triangles; for an illustration consider Figure 1(a). Note that in each of the six vertices
four triangles meet. Because all faces of the octahedron are triangles, our pieces of paper are
polygons arising from the triangular grid. A polyiamond of size n is a connected polygon in
the plane formed by joining n triangles from the triangular grid by identifying some of their
common sides; for an example consider Figure 1(b). To avoid confusion with the corners of
the octahedron, we refer to the vertices of the triangles forming P as the vertices of P ; note
that these vertices may also lie inside P .

We view P as a set which includes the n open triangles and a subset of the shared
unit-length boundary edges; the existence of such an edge models the fact that the triangles
are glued along this side. Because we only want robust connections between triangles via
their sides, we do not specify the existence/non-existence of vertices which do not influence
the foldability. However, for the upcoming definitions of slits and holes, we assume that
the vertices do not belong to the polyiamond. If a shared edge does not belong to P , we
call it a slit edge. We also allow the polyiamonds to have holes; a hole of a polyiamond is a
bounded connected component of its complement, which is different from a single vertex.
We call a hole a slit if it has area zero and consists of one or more slit edges. We consider
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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two polyiamonds to be the same if they are congruent, i.e., if they can be transformed into
one another by a set of translations, rotations and reflections. Moreover, a polyiamond is
convex if it forms a convex set in the plane.

Folding model. We consider foldings in the grid folding model, where folds along the grid
lines are allowed such that in the final state every triangle covers a face of the octahedron,
i.e., we forbid folding material strictly outside or inside the octahedron. Consequently, in the
final state the folding angles are ±β := arccos(1/3) or ±180◦. A folding of a polyiamond P
into a (partial) octahedron O induces a triangle-face-map, i.e., a mapping of the triangles
of P to the faces of O. We say P folds into O (or also P is foldable), if P can be transformed
by folds along the grid lines into a folded state such that the induced triangle-face-map is
surjective, i.e., each face of O is covered by at least one triangle.

Related work. Past research has particularly focused on folding polyominoes into polycubes.
Allowing for folds along the box-pleat grid (square grid lines and alternating diagonals),
Benbernou et al. (with differing co-authors) show that every polycube Q of size n can be
folded from a sufficiently large square polyomino [6] or from a 2n× 1 strip-like polyomino [5].
Moreover, common unfoldings of polycubes have been investigated in the grid model. The
(square) grid model allows folds along the grid lines of a polyomino with fold angles of ±90◦
and ±180◦, and allows material only on the faces of the polyhedron. Benbernou et al. show
that there exist polyominoes that fold into all polycubes with bounded surface area [5] and
Aloupis et al. study common unfoldings of various classes of polycubes [4]. Moreover, there
exist polyominoes that fold into several different boxes [1, 11, 13, 14, 15].

Decision questions for folding (unit) cubes are studied by Aichholzer et al. [2, 3]. The
half-grid model allows folds of all degrees along the grid lines, the diagonals, as well as along
the horizontal and vertical halving lines of the squares. In this model, every polyomino of size
at least 10 folds into the cube [3]. The remaining polyominoes of smaller size are explored
by Czajkowski et al. [8]. In the grid model, Aichholzer et al. [3] characterized the foldable
tree-shaped polyominoes that fit within a 3× n strip. Investigating polyominoes with holes,
Aichholzer et al. [2] show that all but five basic holes (a single unit square, a slit of length 1,
a straight slit of length 2, a corner slit of length 2 and a U-shaped slit of length 3) guarantee
that the polyomino folds in the grid model into the cube.

In the context of polyiamonds, Aichholzer et al. [3] present a nice and simple characteri-
zation of polyiamonds that fold into the smallest platonic solid: Even when restricting to
folds along the grid lines, a polyiamond folds into the tetrahedron if and only if it contains
one of the two tetrahedral nets.

Results and organization. Our main results are as follows: In Section 2, we identify some
sufficient and necessary conditions for foldability and take a closer look at polyiamonds with
slits and holes. Among our findings, we characterize foldable polyiamonds containing a hole
of positive area: each but one polyiamond is foldable. In Section 3, we characterize the
convex foldable polyiamonds: A convex polyiamond folds into O if and only if it contains
one of five polyiamonds. Lastly, in Section 4, we show that every polyiamond of size ≥ 15 is
foldable. An unfoldable polyiamond of size 14 proves that this bound is best possible.
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2 First Thoughts

2.1 Foldability
A polyiamond P contains a polyiamond P ′ if P ′ can be translated, rotated, and reflected
such that all triangles and triangle sides of P ′ also belong to P . Restricting our attention to
the triangles, a polyiamond P 4-contains a polyiamond P ′ if all triangles of P ′ belong to P .
As we will show in Observation 2.5, neither containment nor 4-containment of a foldable
polyiamond is a sufficient folding criterion. Nevertheless, we are able to show two sufficient
criteria based on 4-containment of foldable polyiamonds. By zig-zag-folding as indicated in
Figure 2, every polyiamond can be reduced to a contained convex polyiamond.

I Lemma 2.1. A polyiamond P is foldable if it 4-contains a convex foldable polyiamond C.

Figure 2 Folding strategy to reduce to convex subpolyiamonds by zig-zag-folds of the outside.

A net of a polyhedron is formed by cutting along certain edges and unfolding the resulting
connected set to lie flat. There exist two interesting facts for nets of 3-dimensional regular
convex polyhedra [7]: Firstly, each net is uniquely determined by a spanning tree of the
1-skeleton of the polyhedron, i.e., the cut edges form a spanning tree of the vertex-edge graph.
Secondly, dual polyhedra (e.g., the cube and the octahedron) have the same number of nets.
Consequently, there exist eleven octahedron nets. They are depicted in Figure 3.

Figure 3 The eleven nets of the octahedron. In a folding, vertices of the same label are mapped
to the same corner of O.

We can show that 4-containing a net is a sufficient folding criterion for a polyiamond.

I Lemma 2.2. A polyiamond is foldable if it 4-contains an octahedron net.

EuroCG’21
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2.2 Unfoldability
As indicated in Figure 4, the triangular grid graph allows for a proper 3-coloring. Because
every (connected) inner triangulation has at most one 3-coloring (up to exchange of the
colors), every polyiamond has a unique 3-coloring which is induced by the triangular grid. If
there exists a slit edge along a grid line, the polyiamond graph may have several vertices
corresponding to one grid vertex, see also Figure 6(b). Note that each corner of O has a
unique non-adjacent corner which we call its antipodal.

Figure 4 A 3-coloring of the triangular grid.

In order to study the unfoldability, we also consider partial foldings. In particular, when
relaxing the condition that all faces are covered, we say a polyiamond is folded into a partial
octahedron.

I Lemma 2.3. Let P be a polyiamond with a 3-coloring of its vertices. In every folding of P
to a (partial) octahedron, the vertices of each color class are mapped to (one vertex or a pair
of) antipodal corners of O.

The proof of Lemma 2.3 follows from the following observation: Consider two neighboring
triangles of P and note that their two private vertices have the same color. If their common
side is folded by ±β, the two vertices are mapped to antipodal corners of O; otherwise the
edge is folded by ±180◦ and the two vertices are mapped to the same corner of O.

Let C6 and C10 denote the polyiamonds depicted in Figures 5(a) and 5(c), respectively.
The following lemma is a crucial tool to disprove foldability.

I Lemma 2.4. Let P be a polyiamond folded into a partial octahedron O.
a. Every C6 4-contained in P covers at most 4 different faces of O.
b. If a C6 in P covers exactly 3 or 4 faces, then the induced triangle-face-mapping is unique

(up to symmetry) and as depicted in Figures 5(a) and 5(b), respectively.
c. Every C10 contained in P covers at most 6 different faces of O.

f1

f1
f2

f3
f2

f3

(a) A triangle-face-map of C6
covering 3 faces of O.

f1

f1
f1

f3
f2

f4

(b) A triangle-face-map of C6
covering 4 faces of O.

v

v2

v1

(c) Any triangle-face-map of
C10 covers at most 6 faces of O.

Figure 5 Illustration of Lemma 2.4 and its proof.
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2.3 On Slits and Holes
Note that removing individual edges from a foldable polyiamond cannot destroy its foldability
(if connectivity is maintained). This allows us to focus on polyiamonds without slit edges.
We would like to remark that slits may in fact enable foldability.

I Observation 2.5. Let P be a polyiamond (4-)containing a foldable polyiamond P ′. Then,
the polyiamond P may not be foldable.

As we show in Theorem 3.1, the polyiamond P depicted in Figure 6(a) does not fold
into O, while the polyiamond P ′ with additional slit edges in Figure 6(b) can be transformed
into a polyiamond containing a net. Hence, P ′ is foldable by Lemma 2.2.

(a) This polyiamond does not
fold into O. (Theorem 3.1)

(b) With additional slit edges, the polyiamond folds into O.

Figure 6 Illustration for Observation 2.5.

We now characterize foldable polyiamonds with holes of positive area. Let O denote the
polyiamond illustrated in Figure 7(d).

I Theorem 2.6. Let P be a polyiamond containing a hole h of positive area. Then P folds
into O if and only if it is not the polyiamond O.

f1
f1

f2

f3
f4 f5

f6

f6

f5

f7f7
f7

f8

(a) Polyiamond Pa

f1
f1

f2

f3
f4 f5

f6

f6

f5

f7f7
f7 f8

f8

(b) Polyiamond Pb

f1
f1

f2

f3
f4

f6

f6

f5

f7f7
f7

f8

f8
f8

(c) Polyiamond Pc (d) Polyiamond O

Figure 7 llustration for the proof of Theorem 2.6.

For the proof, we focus on a largest hole h of P and distinguish two cases: If h contains
two neighboring triangles, P reduces (by zig-zag-folding) to the foldable polyiamond Pc

depicted in Figure 7(c). Otherwise, we focus on an individual triangle contained in h and
the case that P cannot be reduced to the foldable polyiamond Pa, see Figure 7(a). Then,
zig-zag-folds yield a foldable subpolyiamond P ′ of Pb depicted in Figure 7(b). It follows that
every polyiamond with a hole h of positive area and size ≥ 13 folds into O.
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Figure 8 Construction of all C-free polyiamonds; the inclusion-wise maximal C-free polyiamonds
o, p, s, and w are highlighted in red.
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3 Characterization for Convex Polyiamonds

In this section, we characterize convex foldable polyiamonds. Let C denote the set of five
convex polyiamonds depicted in Figure 9.

f1

f1

f1
f2

f3
f4 f5

f6

f6

f5

f7f7
f7

f8

f2

f1

f3
f4

f4
f4 f5

f5

f5

f6 f7f8
f1

f1
f2

f3
f8

f7
f6

f6
f5

f4

Figure 9 Illustration for Theorem 3.1; the set C of foldable polyiamonds and their foldings.

I Theorem 3.1. A convex polyiamond P folds into O if and only if it contains one of the
five polyiamonds in C.

In the proof we exploit the convexity and Lemma 2.1 for both directions. For one, it
suffices to present folding strategies for the polyiamonds in C, see Figure 9. For the other
direction, we construct all convex C-free polyiamonds (that contain no polyiamond in C), see
Figure 8, and show that the inclusion-wise maximal C-free polyiamonds do not fold into O.

4 A Sharp Size Bound

As shown in the proof of Theorem 3.1, the polyiamond s depicted in Figure 8 is not foldable,
i.e., there exist polyiamonds of size 14 that do not fold into O. In this section, we show the
following complementing theorem.

I Theorem 4.1. Every polyiamond P of size ≥ 15 folds into O.

To present an idea of the proof, we give some useful sufficient conditions and a simple
upper bound. Let P be a polyiamond and ` some grid line. The `-width of P denotes the size
of the polyiamond obtained by folding all edges parallel to ` in a zig-zag-fashion as indicated
in Figure 2. The width of P is the maximum of the three different `-widths. Because the
convex polyiamond P− := z, depicted in Figure 8, folds into O, we obtain the following.

I Lemma 4.2. Every polyiamond P of width at least 10 folds into O.

Moreover, we determine an upper bound on the size of polyiamonds of width ≤ 9, see
Figure 10 for the construction of the maximal polyiamonds of width at most 9. In particular,
they have size ≤ 42 which yields a nice and simple upper bound.

I Corollary 4.3. Every polyiamond of size > 42 folds into O.

To show the sharp bound, we need to work a little harder.
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(a) (b)
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40
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Figure 10 Illustration for the proof of Corollary 4.3. Construction of the maximal polyiamonds
of width ≤ 9; their sizes are indicated by numbers.

Proof sketch for the sharp upper bound. Theorem 4.1 is based on a strong sufficient
criterion. Let PX , PU , PZ , and PL denote the polyiamonds depicted in Figures 11(a)
to 11(d), respectively.

I Proposition 4.4. Every polyiamond P that 4-contains PX , PU , PZ , or PL and has
size ≥ 15 folds into O.

(a) PX (b) PU (c) PZ (d) PL

Figure 11 Illustration of the four polyiamonds used in Proposition 4.4.

We call a polyiamond P-free if it does not 4-contain any of the polyiamonds P−, PX ,
PU , PZ , or PL. By Theorem 3.1 and Proposition 4.4, it remains to show that no P-free
polyiamond of size ≥ 15 exists. To do so, we construct all P-free polyiamonds bottom-up
with computer assistance and observe that indeed no such polyiamond exists.
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Abstract
We introduce algorithms for generating virtual camera trajectories for highly dynamic scenes.

The input to our algorithms is the locations of objects forming the scene in each time frame of a
given sequence of such frames. In each frame, we determine the location of a virtual camera, so that
(i) the objects of interest are well captured, and (ii) the induced trajectory of the virtual camera has
plausible geometric properties. The trajectories we create should facilitate the generation of good
quality virtual clips that both show the main events of the underlying scene and are appealing to
view.

1 Introduction

Immersive videos (also known as 360-degrees videos) are videos in which a view in every
direction is recorded simultaneously by using a collection of cameras. By capturing scenes
from various angles and applying Multi View Stereo techniques [3], one can create virtual
videos that mimic immersive videos. This means that there are six degrees of freedom to
determine the camera position, viewing direction and zoom-in level in each frame. Having
this technology at hand, videos of virtual cameras have become popular in recent years. The
virtual cameras trajectories are usually determined by administrators who run dedicated
software. The resulting trajectories are usually very simple, e.g., straight lines or trajectories
that follow a specific dynamic object.

Creating virtual videos is a very challenging task, mainly because it greatly depends
on the 3D reconstruction of the objects in the scene. The latter is a non-precise task with
many challenging difficulties. Just to name a few, it depends on precise camera calibrations,
visibility of several cameras and the multi-view stereo algorithm. As those contain inherent
errors, the results are never completely precise and visible errors are evident.

Another challenging task is to define good virtual camera trajectories. The challenge
here mainly relates to finding trajectories that are plausible for the viewers, reveal the major
interests of the scene and hide potential 3D reconstruction errors. Moreover, the geometry
of the trajectory is usually crucial for producing good results. In many cases, it should be
smooth, of uniform speed and without fast turns, etc.

In this work, we propose an algorithmic framework to create good camera trajectories.
Our main goal is to generate trajectories such that the most interesting objects of the
scene are visible, while certain plausible geometric features (such as those mentioned above)
are maintained. We apply computational geometry tools and multi-objective optimization
techniques to achieve this goal. As far as we know, we are the first to do so in this context.
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2 Overview

In this section we give an overview of our algorithm for the production of a virtual clip.
A clip is a sequence of k frames, where each frame captures a given simple scene. For

each frame, we need to determine the location of the virtual camera from which to capture
the given scene. This location should, on the one hand, enable a good view of the scene, and,
on the other hand, it should fit well in the sequence of locations forming the clip.

Our algorithm consists of the following three stages. In the first stage we consider each
frame separately. Given the scene for some frame fi, we compute a set of simple suitable
regions Ri around the scene. A region is considered suitable if any point in it is a suitable
location for the virtual camera, in the sense that it enables a good view of the scene (assuming
the camera is directed towards the center of the scene).

In the second stage we construct a layer graph G with k layers, one per frame. The nodes
of the i’th layer are the regions of Ri, and the subgraph induced by any two consecutive
layers is a complete weighted bipartite graph. The weight of an edge between r ∈ Ri and
r′ ∈ Ri+1 is determined by several parameters, see details below. Finally, we add nodes s
and t, and connect s to all the nodes of the first layer by edges of weight zero and connect t
to all the nodes of the last layer by edges of weight zero.

By computing a minimum-weight path from s to t in G, we obtain a crude plan for our
virtual camera. That is, if the computed path is π = s, r1, r2, . . . , rk, t, then the i’th frame
in the clip will correspond to the view from some point pi in the region ri, for i = 1, . . . , k.

The input to the third stage is thus the sequence of regions (r1, . . . , rk), and the goal
of this stage is to select a location for the camera in each of these regions. The final clip
will then consist of the sequence of views corresponding to these locations. We present two
alternative approaches for selecting the locations, where the emphasis in both approaches is
on the integration of the individual views.

In both approaches, we assume that the regions are simple polygons with some additional
properties, and we need to traverse the polygons in the given order, such that the resulting
path is (nearly) optimal in some sense. In the first approach, we are only interested in
minimizing the total length of the path, which is (a special case of) the touring polygons
problem [2], and in the second approach we are interested in optimizing several measures,
including path length, number and sharpness of turns and uniform edge length. Thus, we
term this approach as the multi-objective touring polygons problem. In this version of the
paper, we only discuss the second approach.

3 The layer graph

In this section we describe the construction of the layer graph for a sequence of k frames.
We focus on two main issues: determining the nodes of each layer of the graph and setting
the edge weights.

Below we describe one of several options for determining the nodes of a layer. The choice
of a specific option depends on the type of clip that we wish to create. Let ci denote the
“center” of the scene for the i’th frame (e.g. the position of the ball), and let Oi be the
annulus centered at ci with inner radius r and outer radius R. We restrict the location of
the virtual camera to the annulus Oi. The radii r and R are fixed; they are determined by
distance constraints of the system. On the one hand, the virtual camera should not be too
close to the scene’s center, so that inaccuracies in the reconstruction are not noticed by the
viewer, and, on the other hand, the camera should not be too far from the scene, so that it
is seen in sufficient detail, see Figure 1(a).
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Figure 1 Constructing the set of suitable regions Ri.

Our goal is to define the set Ri of suitable regions within Oi. We begin by dividing
Oi into m sectors, where in each sector the direction from any point in it to ci is more
or less fixed, but, the difference between the directions corresponding to two points from
non-adjacent sectors is significant and noticeable; see Figure 1(b). The second step is to
find the regions in Oi that should be avoided, in the sense that if the camera is placed in
one of them, it will not capture the scene (and in particular ci) well due to obstructions by
other objects, e.g. some player; see Figure 1(c). After performing these two steps, we get a
partition of (the good portion of) Oi into disjoint regions that can be further partitioned
and refined into simple polygons. These polygons consist of the set of suitable regions Ri

around the i’th scene; see Figure 1(d).
As stated in the overview, the set of nodes of the i’th layer, Vi, corresponds to the regions

Ri, and V = (∪k
i=1Vi) ∪ {s, t}, where V is the node set of the graph. Set Ei = {(u, v)|u ∈

Vi, v ∈ Vi+1}, for 1 ≤ i ≤ k − 1, and E0 = {(s, v)|v ∈ V1} and Ek = {(v, t)|v ∈ Vk}. Then,
the edge set of the graph is E = E0 ∪ E1 ∪ · · · ∪ Ek−1 ∪ Ek.

Let vx
i be the vertex in layer i that corresponds to the region rx ∈ Ri, and let S(vx

i ) be
the sector to which rx belongs in Oi (1 ≤ S(vx

i ) ≤ m). We determine the weight of an edge
e ∈ E as follows:

w(e) = 0 for each e ∈ E0 ∪ Ek.
w(e) = 0 for each e = (vx

i , v
y
i+1) such that rx ∩ ry 6= ∅

Otherwise, the weight of e = (vx
i , v

y
i+1) is determined by several parameters including the

distance between rx and ry, and the difference between S(vx
i ) and S(vy

i+1). So that, the
edges connecting regions in different sectors will have higher weight than those connecting
regions in the same sector, as well as the edges connecting distant regions will have higher
weight than those connecting nearby regions.

We compute a minimum-weight path from s to t in G = (E, V,W ), and get a path
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p = (s, vx1
1 , vx2

2 , . . . , vxk

k , t) that visits in order exactly one vertex in each layer of the graph.
The i’th frame in our clip will correspond to the view from some point pi in the region rxi

for i = 1, . . . , k.

4 Multi-objective shortest polygon tours

Recall that once a suitable region in each frame is chosen (see Section 2), we wish to find a
trajectory with some desirable properties that visits these regions in order. Next, we list the
features that we wish to optimize.

Length. Each trajectory vertex corresponds to the position of the camera in a specific
frame, and, in general, shorter trajectories allow slower movement of the camera and thus
a more plausible viewing experience.
Number of links. Each trajectory vertex introduces a sharp turn. We could smooth
the trajectories, but this will not remove the zigzagging effect which is less plausible to
view. Hence, minimizing the number of links may help in decreasing this effect. Finding
touring polygons of minimum links was studied in [4].
Uniform speed. As frames come at constant rate, minimizing the differences in edge
length will result in more uniform speed. The latter is important for smoothing the
virtual clips.
Angle turns. Minimizing the angles between consecutive trajectory edges helps diminish
the turns of the camera and thus improve the overall quality.

In order to optimize the above criteria, we apply the multi-objective shortest path problem
(MOSP) algorithm by Breugem et al. [1] (see also, [5]). The input to their algorithm is a
graph, where each edge is associated with a vector of d non-negative integer weights. Each of
the d weights of an edge corresponds to a different objective one would like to minimize. The
output of the algorithm is a set of ‘good’ paths, where each path is characterized by the sum
vector, which is the sum of the vectors of its edges, i.e., the sum of the weights on the path’s
edges for each of the d objectives. They find a subset of all possible paths which they term
the Pareto-optimal frontier. Those are all the paths for which it is impossible to improve one
objective without harming the others and thus they constitute the locally optimal paths. In
general, the best path depends on the priorities of the various objectives. For any path π and
objective z, let πz be the total weights of objective z on the edges of π. As the size of the
Pareto-optimal frontier is exponential in the worst case (the problem is in fact NP-complete),
Breugem et al. propose a FPTAS with approximation factor ε2, for any given ε2 > 0. Their
idea is to find a collection of paths Q that approximates all Pareto-optimal paths in the
following sense. For any Pareto-optimal path π there is a path π′ ∈ Q, such that for any
objective z, π′z ≤ (1 + ε2)πz. They show that the size of Q is polynomial in the input.

In order to use MOSP, we transform our problem to a shortest path problem on a grid.
In each suitable region we lay a grid of size ε1 > 0. The grid points in the suitable regions
consist of the set of vertices V of the graph G. The edges of G correspond to the Cartesian
products of the vertex sets of consecutive regions (with an exception that we mention below).
We formulate the above objectives (except for the first which is obvious) as a shortest path
problem as follows.

Number of links. The appropriate cost on each edge will be 1 to reflect the use of one
link. We also add edges between non-consecutive regions of weight 1 if they pass through
all intermediate ones.
Uniform speed. The appropriate cost on each edge will be the square of its length to
discourage the use of long edges.
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Angle turns. As this criterion has strong correlation with the shortest distance objective,
we ignore it in our formulation.

Once MOSP produces the almost-Pareto-optimal paths (up to ε2), we can choose the one
that serves the predefined priorities on the objectives.

The running time of MOSP is O(nm(n log(nC)/ε2)d−1), where n is the number of vertices,
m is the number of edges, C is the square of the length of the longest edge after normalizing the
distances, and d is the number of objectives. Suppose that our input consists of k frames and
the area of each region is at most w, then in our setting n = O(kw/ε21) and m = O((kw/ε21)2)
(or m = O(k(w/ε21)2) if we do not have edges between non-consecutive regions), and the
overall running time is T (k,w, ε1, ε2) = O((kw/ε21)3((kw/ε21) log(kwC/ε21)/ε2)d−1).

5 Future work

We are planning to implement the framework described in this paper and to run the program
that is obtained on real-world data from sport events. The idea is to render the clips from
the computed virtual camera trajectories and to compare them with clips obtained with
manual or semi-manual techniques. We plan to perform a plethora of experiments with
various objectives and parameters.

Moreover, in Section 3 we described one (somewhat simplistic) way to determine the
nodes of a layer of the layer graph. We intend to generalize it by, e.g., allowing some control
over the camera’s orientation, so that it is not necessarily determined by its location with
respect to the center ci.
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1 Introduction

We study a fundamental question from graph drawing: given a pair (G,C) of a graph G and
a cycle C in G together with a simple polygon P , is there a straight-line drawing of G inside
P which maps C to P? We say that such a drawing of (G,C) respects P (see Fig. 1). We
fully characterize those instances (G,C) which are polygon-universal, that is, they have a
drawing that respects P for any simple (not necessarily convex) polygon P . Specifically, we
identify two necessary conditions for an instance to be polygon-universal. Both conditions
are based purely on graph and cycle distances and are easy to check (see Section 2). In the
remainder of the paper we show that these two conditions are also sufficient. If an instance
(G,C) is planar, that is, if there exists a planar drawing of G with C on the outer face, we
show that the same conditions guarantee for every simple polygon P the existence of a planar
drawing of (G,C) that respects P . If (G,C) is polygon-universal, then our proofs directly
imply a linear-time algorithm to construct a drawing that respects a given polygon P .

Related work Tutte [5] proved that there is a straight-line planar drawing of a planar
graph G inside an arbitrary convex polygon P if one fixes the outer face of (an arbitrary
planar embedding of) G to P . This result has been generalized to allow polygons P that are
non-strictly convex [1, 2] or even star-shaped polygons [3]. These results have applications in
partial drawing extension problems. Here, in addition to an input graph G, we are given
a subgraph H ⊆ G together with a fixed drawing Γ of H. The question is whether one
can extend the given drawing Γ to a planar straight-line drawing of the whole graph G by

C

c1 c8
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c6

c5c4

c3

c2

p1

p2p3

p4 p5

p6

p7

p8

P

Figure 1 Left: an instance (G, C). Center left: a drawing of (G, C) that respects a polygon P

(shaded in grey). Center right: there is no drawing of (G, C) that respects this polygon. Right: A
triangulated convex polygon with a drawing that is not triangulation-respecting; moving the vertices
along the dashed arrows results in a triangulation-respecting drawing.
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drawing the vertices and edges of G−H inside the faces of H. If the embedding of G is fixed,
the results by Tutte and others allow to reduce the problem by removing vertices of G that
are contained in convex or star-shaped faces of Γ. Such reduction rules have led to efficient
testing algorithms for special cases, for example, when the drawing of H is convex [4].

Notation Let G = (V,E) be a graph with n vertices. A drawing D of G is a map from
each v ∈ V to points in the plane and from each edge e ∈ E to a Jordan arc connecting its
endpoints. A straight-line drawing maps each edge to a straight line segment. A drawing is
planar, if no two edges intersect, except at common endpoints. A graph G is planar if it has a
planar drawing. Let C = [c1, . . . , ct] with ci ∈ V be a simple cycle in G. An instance (G,C)
is planar if G has a planar drawing with C as the outer face. Let P be a simple polygon with t
vertices [p1, . . . , pt] with pi ∈ R2. A drawing D of (G,C) respects P if it is a map D : V → P

from vertices to points in P such that D(ci) = pi and for each edge {u, v} ∈ E, the line
segment between D(u) and D(v) lies in P (see Figure 1). That is, D is a straight-line
drawing of G inside P that fixes the vertices of C to the corresponding vertices of P . An
instance (G,C) is (planar) polygon-universal if it admits a (planar) straight-line drawing
that respects every simple (not necessarily convex) polygon P on t vertices.

Our algorithms use a triangulation T of P to construct a drawing or prove the non-
universality. We say that a drawing of (G,C) respects T if no edge of G properly crosses
an edge of T . Although every triangulation-respecting drawing is also polygon-respecting,
the converse is not true. In fact, there are graphs G, cycles C, and polygons P that have
a polygon-respecting drawing, but no triangulation of P admits a triangulation-respecting
drawing (see Figure 2).

c2

p2
c3

p3

c4c1

c5c6

p4

p5p6

p1

Figure 2 A graph G and a polygon for which there exists a drawing of G, but no triangulation
with a triangulation-respecting drawing.

2 Necessary conditions for polygon-universality

We present two necessary conditions for an instance (G,C) to be polygon-universal. Intuitively,
both conditions capture the fact that there need to be “enough” vertices in G between cycle
vertices for the drawing not to become “too tight”. The Pair Condition captures this fact for
any two vertices on the cycle C. The Triple Condition is a bit more involved: even if the
Pair Condition is satisfied for any pair of vertices on the cycle, there can still be triples of
vertices which together “pull too much” on the graph. Specifically, for an instance (G,C)
of a graph G and a cycle C ⊆ G with t vertices, we denote by dG : V × V → N0 the graph
distance in G and by dC : V (C)×V (C)→ N0 the distance (number of edges) along the cycle
C. The following conditions are necessary for (G,C) to be polygon-universal for all simple
polygons P :

Pair For all i and j, we have dC(ci, cj) ≤ dG(ci, cj) (and hence dC(ci, cj) = dG(ci, cj)).
Triple For all vertices v ∈ V and distinct i, j, k with dC(ci, cj) + dC(cj , ck) + dC(ci, ck) ≥ t

(and hence = t), we have dG(ci, v) + dG(cj , v) + dG(ck, v) > t/2.
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To establish that these two conditions are necessary, we use the link distance between two
points inside certain simple polygons P . Specifically, the link distance of two points q1 and
q2 with respect to a simple polygon P is the minimum number of segments for a polyline
π that lies inside P and connects q1 and q2. If the Pair Condition is violated for two cycle
vertices ci and cj , we can construct a Pair Spiral polygon P (see Figure 3 (left)) such that
the link distance between pi and pj (the vertices of P to which ci and cj are mapped)
exceeds dG(ci, cj). Clearly there is no drawing (G,C) that respects P .

If the first condition holds, but the second condition is violated by a vertex v and three
vertices ci, cj , ck of the cycle C, then the distance along C between any pair of ci, cj , ck is
the same as the shortest path between them that passes through v. That is, dC(ci, cj) =
dG(ci, v) + dG(cj , v), dC(cj , ck) = dG(cj , v) + dG(ck, v) and dC(ci, ck) = dG(ci, v) + dG(ck, v).
In that case, we can construct a Triple Spiral polygon P (see Figure 3 (right)) such that there
is no point that lies within link-distance dG(ci, v) from ci, link distance dG(cj , v) from cj ,
and link distance dG(ck, v) from ck simultaneously. Hence, there exists no drawing of the
aforementioned shortest paths through v that respects P .

pj

pi

pkv

pi

pj

Figure 3 Left: Pair Spiral. Points with link-distance greater than dG(ci, cj) from pi shaded red.
Right: Triple Spiral. Points of link-distance ≤ dG(cx, v) from px for one x ∈ {i, j, k} in light gray; for
two x ∈ {i, j, k} in dark gray; there is no point q in P with dG(cx, q) ≤ dG(cx, v) for all x ∈ {i, j, k}.

3 Triangulation-respecting drawings

In this section we are given the following input: an instance (G,C) consisting of a graph G
with n vertices and a cycle C with t vertices, and a simple polygon P with t vertices together
with an arbitrary triangulation T of P . We study the following question: is there a drawing
of (G,C) that respects both P and T ?

We describe a dynamic programming algorithm which can answer this question in linear
time. The basic idea is as follows: every edge of T defines a pocket of P . We recursively
sketch a drawing of G within each pocket. Such a sketch assigns an approximate location,
such as an edge or a triangle, to each vertex. Ultimately we combine the location constraints
on vertex positions posed by the sketches and decide if they can be satisfied.

We root (the dual tree of) T at an arbitrary triangle Troot. Each edge e of T partitions P
into two regions, one of which contains Troot. Let Q be the region not containing Troot. We
say that Q is a pocket with the lid e = eQ, and we denote the unique triangle outside Q
adjacent to eQ by T+

Q . Since a pocket is uniquely defined by its lid, we will for an edge e
also write Qe to denote the pocket with lid e. We say that a pocket is trivial if its lid lies on
the boundary of P ; in such case the pocket consists of only that edge. If Q is a non-trivial
pocket, then we denote the unique triangle inside Q adjacent to eQ by TQ (see Figure 4).

We first define triangulation-respecting drawings for pockets: a triangulation-respecting
drawing for a pocket Q with lid eQ = (pi, pj) is an assignment of the vertices of G to locations
inside the polygon P , such that (i) any vertex c` with i ≤ ` ≤ j is assigned to the polygon
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Troot

eQ

Q TQ

T+
Q

P

pi pj

Figure 4 A triangulation with labels for the pocket Q (shaded dark) and triangles TQ and T +
Q

incident to edge eQ of the triangulation.

vertex p` and (ii) for any edge f of G, the vertices of f lie on a common triangle (or edges
or vertices thereof). Note that we consider the triangles of the triangulation as closed, and
hence two distinct triangles may share a segment (namely an edge of the triangulation) or a
point (namely a vertex of P ). We define a triangulation-respecting drawing for the entire
triangulation analogously, requiring that c` is assigned to p` for all `.

A sketch is an assignment of the vertices of G to simplices (vertices, edges, or triangles)
of the triangulation with the property that, if we draw each vertex anywhere on its assigned
simplex, then the result is a triangulation-respecting drawing. We hence interpret a simplex
as a closed region of the plane. Formally, a sketch of the triangulation is a function Γ that
assigns vertices of G to simplices of T , such that (i) for any vertex ci of the cycle, Γ(ci) = pi,
and (ii) for any two adjacent vertices u and v, there exists a triangle of T that contains
both Γ(u) and Γ(v). A sketch of a pocket is defined similarly, except that vertices pi of
the polygon that lie outside the pocket do not need ci assigned to them. We show that a
sketch exists (for a pocket or a triangulation) if and only if there is a triangulation-respecting
drawing (for that pocket or triangulation). If a pocket admits a sketch, we call the pocket
sketchable. If a particular pocket is sketchable, then so are all of its subpockets, because any
sketch for a pocket is automatically a sketch for any of its subpockets.

We present an algorithm that for any sketchable pocket constructs a sketch, and for
any other pocket reports that it is not sketchable. This algorithm recursively constructs
particularly well-behaved sketches for child pockets, and combines these sketches into a new
well-behaved sketch. To obtain a sketch for T , we combine the three well-behaved sketches
for the three pockets whose lids are the edges of the root triangle Troot – assuming that all
three pockets are sketchable.

I Theorem 1. There is a linear-time algorithm to decide if (G,C) has a triangulation-
respecting drawing for a simple polygon P with fixed triangulation T ; the same algorithm
also constructs a drawing if one exists.

4 Planar triangulation-respecting drawings

We are given the same input as in Section 3, namely an instance (G,C) consisting of a graph
G with n vertices and a cycle C with t vertices, and a simple polygon P with t vertices
together with an arbitrary triangulation T of P . In addition, we assume that the instance
(G,C) is planar, that is, G has a planar drawing D with C on the outer face. Note that D
does not necessarily map vertices of C to vertices of P .

Analogously to Section 3, we can ask the following question: is there a planar drawing
of (G,C) that respects both P and T ? However, the answer to this question is often ‘no’,
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C
G

P

Figure 5 Left: A planar instance. Center: a triangulation-respecting drawing in which two
vertices coincide. Right: a perturbed drawing that is planar but not triangulation-respecting.

even when both triangulation-respecting drawings and planar polygon-respecting drawings
exist. Consider, for example, Figure 5: a planar triangulation-respecting drawing for
this combination of (G,C), P , and T does not exist; any drawing inside P either places
two vertices on top of each other, or edges cross edges of the triangulation. Nonetheless,
triangulation-respecting drawings are a useful tool for our final goal of constructing planar
polygon-respecting drawings. For example, the triangulation-respecting drawing of Figure 5
can be perturbed infinitesimally to obtain a planar polygon-respecting drawing (that is not
triangulation-respecting). We show that if a planar instance (G,C) has a triangulation-
respecting drawing, then it also has a weakly-planar triangulation-respecting one, that is, a
triangulation-respecting drawing that is planar and polygon-respecting after infinitesimal
perturbation. (That is, vertices may be moved to a simplex of T that contains the original
location.) Hence, the algorithm described in Section 3 can decide for a planar instance (G,C)
whether there is a weakly-planar triangulation-respecting drawing.

Consider now a planar drawing D of (G,C). We call the triple (G,C,D) a plane instance.
In the following, we create weakly-planar triangulation-respecting drawings W, such that a
planar polygon-respecting perturbation W̃ of W “mimics” D inside P . More specifically, W̃
is isotopic to D in the plane, that is, one can be continuously deformed into the other without
introducing crossings. We say that W accommodates (D, T ). A plane instance (G,C,D) is
sketchable if (G,C) has a sketch (for T ). Recall here, that a sketch does not have a notion of
planarity. However, we show in Theorem 2 that any sketchable plane instance (G,C,D) has
a drawing W which accommodates (D, T ).

I Theorem 2. A plane instance (G,C,D) has a drawing that accommodates (D, T ) if and
only if (G,C,D) is sketchable.

The algorithm implied by Theorem 1 can check in linear time if a plane instance (G,C,D)
has a sketch and via Theorem 2 the same algorithm can decide in linear time if (G,C,D)
has an accommodating drawing. This drawing can be constructed in polynomial time.

5 Sufficient conditions for polygon-universality

In Section 2 we proved that the Pair and Triple Conditions are necessary for an instance
(G,C) to be polygon-universal. In Sections 3 and 4 we argued that an instance (G,C) has
a triangulation-respecting drawing for a triangulation T of P if and only if it has a sketch
for T . We can show that the Pair Condition alone already implies that each pocket has a
sketch. The Triple Condition then allows us to combine sketches at the root Troot of T .

I Theorem 3. Let (G,C) be an instance that satisfies the Pair and Triple Conditions. Then
(G,C) has a triangulation-respecting drawing for any triangulation of any simple polygon.
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I Corollary 4. Let (G,C,D) be a plane instance that satisfies the Pair and Triple Conditions.
Then (G,C) has a drawing that accommodates (D, T ) for any triangulation T of any simple
polygon.

6 Discussion and Conclusion

We have characterized the (planar) polygon-universal graphs (G,C) by means of simple
combinatorial conditions involving (graph-theoretic) distances along the cycle C and in the
graph G. In particular, this shows that, even though the recognition of polygon-universal
graphs most naturally lies in ∀∃R, it can in fact be tested in polynomial time, by explicitly
checking the Pair and the Triple Conditions. Our main open question concerns the restriction
to simple polygons without holes. Can a similar characterization be achieved in the presence of
holes? Or is the polygon-universality problem for simple polygons with holes ∀∃R-complete?

Another interesting question concerns the running time for recognizing polygon-universal
graphs. Testing the Pair and Triple Conditions naively requires at least Ω(n3) time. On the
other hand, at least in the non-planar case, given (G,C) and a polygon P with arbitrary
triangulation T , we can in linear time either find an extension or a violation of the Pair/Triple
Condition, which shows that the instance is not polygon-universal. (Recall that a polygon-
extension for P might exist, though not one that respects T , see Figure 2). For planar
instances, the contraction to minimal instances causes an additional linear factor in the
running time. Can (planar) polygon-universality be tested in o(n2) time?
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Abstract
A rectilinear Steiner tree for a set P of points in R2 is a tree that connects the points in P using
horizontal and vertical line segments. The goal of Minimum Rectilinear Steiner Tree is to
find a rectilinear Steiner tree with minimal total length. We investigate how the complexity of
Minimum Rectilinear Steiner Tree for point sets P inside the strip (−∞,+∞)× [0, δ] depends
on the strip width δ. We give an algorithm with running time nO(

√
δ) for sparse point sets, where

each 1× δ rectangle inside the strip contains O(1) points.

1 Introduction

In the Minimum Steiner Tree problem in the plane, we are given as input a set P of
points in the plane, called terminals, and the goal is to find a minimum-length tree that
connects the terminals in P . Thus the given terminals must be nodes of the tree, but the
tree may also use so-called Steiner points as nodes. Minimum Steiner Tree is a classic
optimization problem. It was among the first problems to be proven NP-hard, not only for
the case where the length of the tree is measured using Euclidean metric [10] but also in the
rectilinear version [11]. It was also shown to be NP-hard for other metrics [5]

The rectilinear version of the problem, where the edges of the tree must be horizontal or
vertical, is one of the most widely studied variants, and it is also the topic of our paper. The
Minimum Rectilinear Steiner Tree problem dates back more than 50 years [12, 13]. Its
popularity arises from its many applications, in particular in the design of integrated circuits [6,
3, 4, 19]. The two most important early insights on Minimum Rectilinear Steiner Tree
came from Hanan [13] and Hwang [15]. Hanan observed that any terminal set P admits
a minimum rectilinear Steiner tree (MRST, for short) whose edges lie on the grid formed
by all horizontal and vertical lines passing through at least one terminal in P . This grid is
often called the Hanan grid. This implies that the Minimum Rectilinear Steiner Tree
problem can be reduced to a purely combinatorial problem—namely, a Steiner-tree problem
on graphs—which is not possible for the Euclidean version of the problem. Hwang provided
a characterization of the different components of an MRST.

As mentioned, Minimum Rectilinear Steiner Tree can be considered a special case
of the Steiner-tree problem on graphs. Here the input is an edge-weighted graph G =
(V (G), E(G)) and a terminal set P ⊆ V (G), and the goal is to compute a minimum-
length subtree of G that includes all terminals. In 1971 Dreyfus and Wagner [8] gave
an algorithm solving the Steiner-tree problem on graphs in time 3n · logW · |V (G)|O(1),
where W is the maximum edge weight in G. This was improved by Björklund et al. [2]
and Nederlof [17], to 2n ·W · |V (G)|O(1). A variant of the Dreyfus-Wagner algorithm for
Minimum Rectilinear Steiner Tree runs in time O(n2 ·3n). Thobmorson et al. [18] and
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
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Deneen et al. [7] gave randomized algorithms for the special case of Minimum Rectilinear
Steiner Tree where the terminals are drawn independently and uniformly from a rectangle.
Both algorithms run in 2O(

√
n logn) expected time. Finally, Fomin et al. [9] presented a

2O(
√
n logn) algorithm for general (non-random) point sets in 2018.

Due to the many applications of Minimum Steiner Tree variants in the plane, there
has also been significant interest in practical implementations. These implementations rely
on the insight that a minimum Steiner tree can always be decomposed into so-called full
components, which are maximal subtrees that do not have any terminals as internal nodes [14].
(This holds for the Euclidean as well as the rectilinear version.) To compute an exact solution,
a set of candidate full components is first computed and then it is computed which subset of
candidate full components can be concatenated into an MRST. This process was introduced
by Winter in 1985 [20], in his software package GeoSteiner. Throughout the years, GeoSteiner,
which has become a collaboration between Warme, Winter and Zachariasen, has remained
the fastest publicly available software package for computing minimum Steiner trees in the
plane. By 2018, it could solve instances for up to 4,000 points for the rectilinear version, and
up to 10,000 points for the Euclidean version [16].

Our contribution. The fastest known algorithm for Minimum Rectilinear Steiner Tree
in R2 runs in 2O(

√
n logn) time [9]. In R1, on the other hand, the problem can be solved

in O(n logn) time by just sorting the points. To better understand the computational
complexity of the classic Minimum Rectilinear Steiner Tree problem in the plane, we
investigate how the complexity depends on the width of the terminal set P . If P is “almost
1-dimensional” in the sense that the points lie in a narrow strip R× [0, δ], then can we solve
Minimum Rectilinear Steiner Tree more efficiently than in the general case? If so,
how does the complexity scale with δ? Can we obtain an algorithm that is fixed-parameter
tractable with respect to δ? This follows the line of research started recently by Alkema et
al. [1], who studied these questions for the Traveling Salesman Problem. To be able to
use that the points lie in a narrow strip, we need a further assumption, namely that for any
x ∈ R the rectangle [x, x+ 1]× [0, δ] contains O(1) points. We show that for these sparse
point sets in R2 there exists an MRST that intersects any vertical line only O(

√
δ) times.

We also give a dynamic-programming algorithm that runs in nO(
√
δ) time. In the full version

of this paper, we also give an algorithm with min{nO(
√
δ), 2O(δ

√
δ)n} expected running time

for points generated randomly inside a rectangle of height δ and expected width n.

2 Preliminaries

Let P := {p1, . . . , pn} be a set of terminals in a 2-dimensional strip with height δ —we call
such a strip a δ-strip—which we assume without loss of generality to be R× [0, δ]. We use
xi and yi to denote the x- and y-coordinate of point pi, respectively. The points can be
sorted on their x-coordinates in O(n logn) time. Therefore, we will from now on assume
that xi 6 xj for all 1 6 i 6 j 6 n. We denote the vertical distance between two horizontal
edges e, e′ (or the horizontal distance between two vertical edges) by dist(e, e′).

Next we give some (mostly standard) terminology concerning rectilinear Steiner trees.
A rectilinear tree is a tree structure embedded in the plane whose edges are horizontal or
vertical line segments overlapping only at their endpoints. The length of a tree T , or ‖T‖,
is the sum of the lengths of its edges. A rectilinear Steiner tree for a set P of terminals is
a rectilinear tree such that each terminal p ∈ P is an endpoint of an edge in the tree. A
minimal rectilinear Steiner minimal tree (MRST) is such a tree of minimum length.

Separators will play a crucial role in our algorithm. A separator is a vertical line, not
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` `′

ei,1

ei+1

` `′

ei+1

ei

Figure 1 Illustration for the proof of Observation 2. On the left, T . On the right, T ′. Since
dist(ei, ei+1) < dist(`, `′), the tree T ′ is shorter than T .

containing any of the points in P , that separates P into two non-empty subsets. For all
1 6 i < n such that xi < xi+1, we define si to be the separator with x-coordinate (xi+xi+1)/2.
The tonicity of a rectilinear tree T at a separator s is the number of times T crosses s;
The tonicity of a rectilinear tree T is the maximum over the tonicity of T at all separators.
Finally, a well-known property of the MRST is the following:
I Observation 1. [Hanan [13]] Let P be a set of terminals in R2. Then there exists an MRST
on P that is a subset of the Hanan grid, the grid formed by taking all horizontal and vertical
lines which pass through at least one of the points of P .
From now on, we will only consider rectilinear Steiner trees that lie on the Hanan grid.
Furthermore, we can now directly conclude that the tonicity of an MRST is at most n.

3 Sparse point sets inside a narrow strip

We say a point set is sparse if for all x the rectangle [x, x + 1] × [0, δ] contains at most k
points for some arbitrary but fixed sparseness constant k. In this section, we will give a
nO(

√
δ) algorithm for sparse point sets. We will do so in two steps. First, we will show that

all separators are crossed at most O(
√
δ) times. Then, we will give a dynamic-programming

algorithm running in the desired time.
We will start by showing that parallel edges of an MRST cannot be too close.

I Observation 2. Let E = {e1, . . . , em} be a set of m horizontal edges of an MRST T which
all intersect two vertical lines ` and `′. Then m 6 1 + bδ/dist(`, `′)c. A similar statement
holds when E is a set of vertical edges intersecting two horizontal lines.

Proof. W.l.o.g., let the edges in E be numbered from top to bottom, and let ` lie to the left
of `′. Suppose for a contradiction that m > 1 + bδ/dist(`, `′)c. Since dist(e1, em) 6 δ, there
are two edges ei and ei+1 such that dist(ei, ei+1) 6 δ/(m − 1) < dist(`, `′). We will now
create a rectilinear Steiner tree T ′ strictly shorter than T , giving the desired contradiction.
To this end we first delete the part of ei between ` and `′. Let ei,1 denote the part of ei to
the left of ` (if any) and let ei,2 denote the part of ei to the right of `′ (if any); see Figure 1.
The deletion splits T into two components. Assume without loss of generality that ei,2 is
in the same component as ei+1. By deleting ei,2 and connecting ei,1 to ei+1 with a vertical
edge contained in `, we create a rectilinear Steiner Tree T ′ such that

‖T ′‖ = ‖T‖ − dist(`, `′)− |ei,2|+ dist(ei, ei+1) < ‖T‖,

giving the desired contradiction. J

When combined with the characterization of Hwang [15], this leads to the following lemma.
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si si

q1

q2

q3

q4

q5

Figure 2 An example of an MRST and its crossing pattern C = {{q1, q2, q5}, {q3, q4}} at si

I Lemma 3. Let P be a sparse point set in a δ-strip. Then there exists a
(

(9k + 18)(2 +
√
δ)

)
-

tonic MRST on P , where k is the sparseness constant.

Proof. As the full proof is rather long, it can be found in the full version. We give a proof
sketch below. Let s be a separator. Hwang previously showed that there exists an MRST
such that each so-called full component has one of four different shapes [15]. For each of
these shapes, every point can only be ‘responsible’ for a constant number of edges crossing s.
Since the point set is sparse, the more edges cross s, the longer the average edge crossing s
therefore has to be. We can then use Observation 2 to show that T is O(

√
δ)-tonic at s. J

Lemma 3 gives rise to a dynamic-programming algorithm, as explained next. Let T be a
rectilinear Steiner tree, and let si be a separator. We define the crossing pattern of T at si
as follows. Let X(si) be the set of at most n points where the Hanan grid crosses si, and let
X(si, T ) ⊆ X(si) be the subset of points where T crosses si. If T is an MRST,

|X(si, T )| 6 (9k + 18)(2 +
√
δ) = O(

√
δ)

by Lemma 3. We partition X(si, T ) into parts (that is, subsets) such that two points from
X(si, T ) are in the same part if the path in T between these points fully lies to the left
of si. The resulting partition of X(si, T ) is the crossing pattern of T at si; see Figure 2
for an example. We will say that a rectilinear forest T adheres to C at si if T lies fully to
the left of si, and there exists a rectilinear forest T ′ which lies fully to the right of si such
that T ∪ T ′ is a rectilinear Steiner tree with crossing pattern C at si. Note that not all
crossing patterns can lead to an MRST: those that require crossing edges on the left-hand
side (because they do not have a proper “nesting structure”) can never lead to an MRST. We
call the crossing patterns that contain at most (9k + 18)(2 +

√
δ) points and do not require

crossing edges on the left-hand side viable crossing patterns. We will now count the number
of viable crossing patterns at si. There are nO(

√
δ) possible sets X(si, T ) that contain at

most (9k + 18)(2 +
√
δ) points. The number of viable partitions of these points—also known

as the number of non-crossing partitions—follows the Catalan numbers. Hence, there are
2O(

√
δ) possible viable partitions for each X(si, T ). This implies that the total number of

viable crossing patterns for si is nO(
√
δ) · 2O(

√
δ) = nO(

√
δ).

The algorithm. We can now define a table entry A[i,X] for each separator si and viable
crossing pattern X at si as follows.

A[i,X] := the minimum length of a rectilinear forest adhering to X at si.
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Note that the length of an MRST equals A[n, {∅}]. Next we describe a recursive formula to
compute the table entries. As a base case, we will use A[0, X] = 0 for X = {∅}, and ∞ for
all other X.

Let sj and si be consecutive separators, with j < i. Note that since the point set is
sparse, at most k points share an x-coordinate. Therefore, j > i − k. Let F (X, si) be a
minimum-length rectilinear forest adhering to X at si, and let X ′ be its (unknown) crossing
pattern at sj . Then the value of A[i,X] equals the value of A[j,X ′] plus the total length
of the edges of F (X, si) between sj and si. The total length of F (X, si) between these two
separators only depends on X ′ and X. Since this subproblem contains O(

√
δ) points with

three different x-coordinates, its Hanan grid contains only O(
√
δ) edges. Therefore, its value

can be computed in 2O(
√
δ) time by simply checking every possible subset of edges. Let

L(X ′, X) denote the total length of the solution to this subproblem. If no solution exists, we
define it to be ∞. Then we get

A[i,X] = min
viable X′

A[j,X ′] + L(X ′, X),

where sj is the separator immediately preceding si, and the sum is over all crossing patterns
X ′ that are viable at sj .

The running time. We first determine the number of table entries. There are O(n) separators,
and we have already seen that for every si there are nO(

√
δ) possible viable crossing patterns.

Hence, the total number of table entries is nO(
√
δ). Next, we calculate the time needed per

table entry. For each of the nO(
√
δ) possible viable crossing patterns X ′ we compute L(X ′, X)

in 2O(
√
δ) time. This brings the total time needed per table entry to nO(

√
δ).

Since we have nO(
√
δ) table entries, each needing nO(

√
δ) time, we conclude:

I Theorem 4. Let P be a sparse point set of size n inside a δ-strip. Then we can compute
an MRST on P in nO(

√
δ) time.

4 Concluding remarks

We proved that for sparse point sets in a strip of width δ, an MRST can be found in nO(
√
δ)

time. We wonder whether an algorithm with running time 2O(
√
δ log δ) · poly(n) is possible.

For δ = Θ(n) the running time would then equal the 2O(
√
n logn) of the algorithm for arbitrary

point sets in the plane [9]. Another direction for future research is to study the problem in
higher dimensions. We believe that our algorithmic results may carry over to Rd to points
that are almost collinear, that is, that lie in a narrow cylinder. Generalizing the results to,
say, points lying in a narrow slab will most likely be more challenging.
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Abstract
We address the problem of estimating intrinsic distances in a manifold from a finite sample. We
prove that the metric space defined by the sample endowed with a computable metric known as
sample Fermat distance converges almost surely in the sense of Gromov–Hausdorff. The limiting
object is the manifold itself endowed with the population Fermat distance, an intrinsic metric that
accounts for both the geometry of the manifold and the density that produces the sample. The
benefits of using Fermat distance as compared with the traditional Euclidean distance are illustrated
by concrete applications in manifold learning and persistent homology.

Related Version arXiv:2012.07621

1 Introduction

Let Xn be a set of n independent sample points with common density f supported on a
smooth manifoldM embedded in RD. We assume that bothM and f are unknown. The
goal of manifold learning is to recover information about f and M from Xn. Given an
intrinsic density-based metric ρ in M (the Fermat distance), we are interested in finding
computable estimators ρn of ρ over the sample Xn such that the metric space (Xn, ρn) is a
good estimator of (M, ρ) in the sense of Gromov–Hausdorff.

The problem of learning intrinsic distances from samples has a long history. It is a
crucial step in several learning tasks, such as finding low dimensional representations of
data embedded in a possibly high dimensional Euclidean space, clustering and topology
learning. Persistent homology is a central computational technique in Topological Data
Analysis [2, 8, 9, 15, 18] developed to infer topological features from a sample, encoding
valuable information about the shape of the underlying space. The results generated by this
algorithm depend strongly on the notion of distance associated to the data.

Under the manifold assumption, intrinsic distances based on the distribution that pro-
duced the data capture both the geometry of the underlying manifold and the density of
the point cloud, which can be convenient in presence of noise and outliers.

∗ This work was supported by the EPSRC grant New Approaches to Data Science: Application Driven
Topological Data Analysis EP/R018472/1.
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In this article, we present a density-based Riemannian metric called Fermat distance
together with a computable estimator based on a finite sample. We study the consistency of
the estimator, as well as its Gromov–Hausdorff convergence. Finally, we show applications
of the use of this estimator to overcome some weaknesses of classical algorithms in manifold
learning and persistent homology. A full version of this manuscript (including proofs) is
available at [3].

2 Density-based distance learning

Let M be a smooth closed Riemannian manifold without boundary of dimension d > 1
with Riemannian metric tensor g together with a continuous positive C∞ density function
f : M → R>0. For p > 1, consider the deformed metric tensor gp = f2(1−p)/dg. Since f
is smooth, gp is a Riemannian metric tensor. Thus, M has a metric space structure given
by the geodesic distance with respect to gp, denoted by df,p. The distance df,p is called
deformed distance under gp in [13] and also population Fermat distance in [11].

I Definition 2.1. [11, 13] For p > 1, the population Fermat distance between x, y ∈M is

df,p(x, y) = inf
γ

∫

I

1
f(γt)(p−1)/d

√
g(γ̇t, γ̇t)dt (1)

where the infimum is taken over all piecewise smooth curves γ : I →M with γ0 = x, γ1 = y.

In the special case when f is uniform, the population Fermat distance reduces to (a
multiple of) the inherited Riemannian distance dM from the ambient Euclidean space. When
this is not the case, this distance takes into account the density. Indeed, geodesics in M
respect to the distance df,p are more likely to lie in regions with high values of f . The name
Fermat distance comes from the analogy with optics, in which df,p is the optical distance as
defined by Fermat principle when the refraction index is given by f−(p−1)/d.

Consider now a set Xn = {x1, x2, . . . , xn} ⊆ M of n independent sample points in M
with common density f . Suppose that M is embedded in RD and it is endowed with the
standard inherited Riemannian metric. Our aim is to approximate df,p(x, y), assuming no
knowledge about M and the Riemannian distance defined on it. To achieve this, we will
define an estimator for this distance over the sample. We denote by |x − y| the Euclidean
distance between points x, y ∈M.

I Definition 2.2. [11, 14] For p > 1, the sample Fermat distance between x, y ∈ M is
defined as

dXn,p(x, y) = inf
γ

r∑

i=0
|xi+1 − xi|p

where the infimum is taken over all paths γ = (x0, x1, . . . , xr+1) of finite length with x0 = x,
xr+1 = y and {x1, x2, . . . , xr} ⊆ Xn.

I Example 2.3 (Eyeglasses). We illustrate the effect of the Fermat distance dXn,p in a
manifoldM embedded in RD by considering the eyeglasses curve in R2, uniformly sampled
and perturbed with Gaussian noise, Figure 1. We compute the sample Fermat distance
between each pair of points for a series of values of p > 1 and embed the sampled points in
R2 in such a way that the Euclidean distance in the embedding reflects the Fermat distance,
using the Multidimensional Scaling algorithm (MDS)[17]. As p becomes larger, the geometry
of the data overcomes the bottleneck region and it deforms into a circle. We also compute
the Isomap [1, 16] embedding in R2 for different values of the parameter k, the number
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of nearest neighbors used to compute the neighborhood graph. Due to the noise near the
bottleneck region, some points that are far in the sense of the inherited Riemannian distance
become close in the distance estimated by Isomap. We show only the case k = 10 but similar
results are obtained for different values of k. Note that, even if both Isomap distance and
the sample Fermat distance converge to an intrinsic distance, the first one is independent
of the density while the second one favors high density regions. As a consequence, Isomap
embedding is sensitive to noise, while with Fermat distance the points lying in low density
regions are mapped to points that are far from the rest of the sample (see the red points
in Figure 1). The larger the power p, the stronger this effect. This feature allows Fermat
distance to recover the underlying geometry of the manifold, even with noise.

Figure 1 Top: A sample with noise of 2000 points of the eyeglasses dataset and Isomap projection
with k = 10. Bottom: MDS embedding in R2 using Fermat distance for p = 1.5, 2.5, 3.0.

I Remark (Complexity.). The computation of the matrix of pairwise sample Fermat distances
between points in Xn has complexity O(n3) (but can be reduced to O(n2 log2 n) with high
probability) [11].

Our first result, Theorem 2.4, shows that the sample Fermat distance converges to the
population Fermat distance for closed (i.e. compact and without boundary) submanifolds
of RD. This was previously known for isometrically embedded (closures of) open sets of
Rd, [11]. Here we extend this result to a general class of manifolds and prove that the
convergence is uniform (not only pointwise, as stated in [11]).

I Theorem 2.4. For every p > 1 and λ ∈
(
(p− 1)/pd, 1/d

)
, given ε > 0 there exist µ, θ > 0

such that, for n large enough

P
(

sup
x,y∈M

∣∣∣n(p−1)/ddXn,p(x, y)− µdf,p(x, y)
∣∣∣ > ε

)
≤ exp

(
−θn(1−λd)/(d+2p)

)
.

The constant µ depends only on p and d and is defined in [12].
Our goal is to compare globally the metric spaces (Xn, dXn,p) and (M, df,p). In this

sense, the relevant metric is the Gromov–Hausdorff distance, that allows to measure how
far apart are two metric spaces from each other. We show that the sample Xn endowed
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with a re-scaling of the sample Fermat distance converges to the metric space given by the
manifoldM with the (population) Fermat distance, in the sense of Gromov–Hausdorff.

I Theorem 2.5. Let ε > 0 and λ ∈
(
(p − 1)/pd, 1/d

)
. There exists a constant θ > 0 such

that, for n large enough,

P
(
dGH((M, df,p), (Xn, n(p−1)/d

µ dXn,p)) > ε
)
≤ exp

(
−θn(1−λd)/(d+2p)

)
.

3 Density-based manifold learning

In this section we couple the estimation of Fermat distance on input data with the Mul-
tidimensional Scaling method to achieve dimensionality reduction. This strategy is similar
to the one used by the Isomap algorithm. However, it is known that the Isomap algorithm
suffers from topological instability in presence of noise, since it may construct erroneous
connections (called short-circuits) in the neighborhood graph that potentially impair its
performance. In contrast, since noise generally corresponds with regions of low density,
noisy points are treated by our method almost as not being part of the manifold. This
effects increases with the value of p. In particular, they do not affect substantially the
inference of the right geometry of the data.

I Example 3.1 (Trefoil). The Trefoil is a (non-trivial) knot, that is, a particular embedding
of a topological circle S1 in R3. In particular, it is homeomorphic to S1. It is expected that
a projection onto R2 should be a circle. However, in presence of noise, Isomap projection to
R2 poorly recovers the underlying geometry of the data, while MDS with matrix distance
computed with the sample estimator of Fermat metric globally recovers the existence of a
circle (see Figure 2). The noise becomes isolated points as p increases.

4 Intrinsic persistence diagrams

In this section we apply Theorem 2.5 to the topological inference of features from data. In
particular, we explore the convenience of the computation of persistence diagrams using as
input the data endowed with the sample Fermat distance. We refer the reader to [2, 4, 5, 8]
for a more complete exposition of the persistent homology theory.

For the computation of the persistent homology of a point cloud, one imagines each point
as a ball (that is, representing a small surrounding region) and builds a combinatorial model
for the space connecting the points according to whether the corresponding regions intersect.
More precisely, for every fixed value of a parameter or scale that controls the size of the region
that each point represents, one gets a simplicial complex (ie, a higher dimensional analogue
of a graph). This family of simplicial complexes, also known as a filtration, is the input of the
procedure to compute persistent homology. Indeed, the topological features of this family
of complexes change as the scale parameter grows: different connected components join in
one, some loops are filled, new cavities appear, etc. By analyzing these transitions, we are
able to assign a birth and a death value to each of these features, and the difference between
them represents its lifetime. The most persistent features represent topological signatures,
whereas the shortest intervals may be considered as noise. The output of this procedure is
summarized in an object called persistence diagram, denoted by dgm(·) (see Figure 3).

In general, we usually only get an approximation of the metric space under consideration,
so we will be interested in comparing persistence diagrams built on top different metric
spaces. The bottleneck distance, denoted by db(·), is a frequently used quantity to measure
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Figure 2 Reduction of dimensionality of the Trefoil knot using Isomap and Fermat distance + MDS.

the difference between two persistence diagrams. The stability theorem [5, 7] links this
distance to the Gromov–Hausdorff distance between metric spaces. More concretely, it
states that for any two precompact metric spaces X and Y,

db

(
dgm

(
X, ρX

)
,dgm

(
Y, ρY)

))
≤ 2dGH

(
(X, ρX), (Y, ρY)

)
,

where dGH denotes the Gromov–Hausdorff distance.
We apply Theorem 2.5 to the estimation of the persistence diagram of a submanifold

of an Euclidean space from a sample. This problem has already been studied in [6, 10],
where the authors prove the almost sure convergence (in the sense of bottleneck distance) of
the persistence diagrams associated to the sample to the persistence diagram of the desired
metric space. However, in these works the distance function of the underlying metric space
is assumed to be known which is not the case in most of real-life applications. We deduce
an analogue result in our context, where the novelty lies in that both the underlying set
and distance function of the metric space under study are unknown. This result is a direct
consequence of Theorem 2.5 and the stability theorem.

I Corollary 4.1. Let ε > 0 and λ ∈
(
(p − 1)/pd, 1/d

)
. There exists a constant θ > 0 such

that, for n large enough,

P
(
db
(
dgm(M, df,p),dgm(Xn, n(p−1)/d

µ dXn,p)
)
> ε
)
≤ exp

(
−θn(1−λd)/(d+2p)

)
.
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Figure 3 Persistent homology pipeline. From a point cloud construct a filtration of simplicial com-
plexes parametrized by real numbers representing the radius of a covering of balls. Then, compute the
persistent generators of homology groups and summarize the information in a persistence diagram.

I Remark. Persistent diagrams computed with Fermat distance and Euclidean distance
are different in general. In persistence diagrams computed with intrinsic distances –rather
than the Euclidean one– topological features persist longer. For instance, when Euclidean
distance is used, the topology of the manifold is not expected to be reproduced for radii
larger than the reach ofM. This limitation is absent when intrinsic metrics are used.

Persistence diagrams strongly depend on the notion of distance defined in the input data.
In the next example we show the convenience of using Fermat distance.

I Example 4.2 (Eyeglasses). We compute the persistence diagram associated to the sample
points from Example 2.3, Figure 1. We compare the results obtained with different distance
choices: the Euclidean distance, the Isomap estimator of the inherited Riemannian distance
and the sample Fermat distance for p = 2.5 and p = 3 (see Figure 4). The homology of
the eyeglasses curve has one generator of H0 and one generator of H1. However, it can be
noticed that for both Euclidean and Isomap distances, the persistence diagram displays two
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salient generators for the first homology group H1, which can be attributed to the small
reach of the manifold and the presence of noise. With the Fermat distance for different
choices of p the diagram shows accurately only one persistent generator for H1. On the
other hand, the number of noticeable connected components increases with p. This effect is
caused by the presence of noise in regions of extremely low density, becoming isolated points
(or outliers) as p evolves.

Figure 4 Persistence diagrams associated to the eyeglasses point cloud with noise for different dis-
tances: Euclidean, Isomap distance with k = 10, Fermat with p = 2.5 and p = 3.
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Abstract
In this paper, we introduce a path embedding problem inspired by the well-known HP model of
protein folding. A graph is said bicolored if each vertex is assigned a label in the set {red, blue}. For
a given bicolored path P and a given bicolored graph G, our problem asks whether we can embed P
into G in such a way as to match the colors of the vertices, or not.

We first show that our problem is NP-complete even if G is a dense graph of the same size as P .
We then study the special case where G is a grid graph (a typical scenario in protein folding models),
showing that the path embedding problem remains NP-complete even if P is monochromatic, or
if G and P have the same size. By contrast, we prove that the path embedding problem becomes
tractable if the grid graph G has fixed height. Finally, we show the NP-hardness of a maximization
problem directly inspired by the HP model of protein folding.

1 Introduction

The protein folding problem asks how a protein’s amino acid sequence dictates its three-
dimensional atomic structure. This problem has wide applications and a long history dating
back to the 1960s [7]. From the viewpoint of theoretical computer science, there is ongoing
research aiming at revealing insights into reality by working on simplified abstract models.

One of the most popular such models is the hydrophobic-polar (HP) model [6, 8]. A
protein in the HP model is represented as an abstract open chain, where each link has unit
length and each joint is marked either H (hydrophobic, i.e., non-polar) or P (hydrophilic,
i.e., polar). A protein is usually envisioned as a path embedded in a grid within the 2D or
3D lattice, where each joint in the chain maps to a point on the lattice, and each link maps
to a single edge. The HP model of energy specifies that a chain desires to maximize the
number of H-H contacts, which are pairs of H nodes that are adjacent on the lattice but
not adjacent along the chain. The optimal folding problem in the HP model asks to find an
embedding of a sequence of Hs and Ps on the 2D square lattice that maximizes the number
of H-H contacts. This problem is known to be NP-hard in general [3].

Previous results on the HP model mostly concern the 2D square lattice, and some
techniques rely on the properties of parity in a lattice (see [4, Sec. 9.3] for a comprehensive
survey). However, such parity-related observations have no meaning in the original protein
folding problem that we aim to model. Also, the number of H-H contacts is not the only
possible measure that may be used to capture the intricate physical and chemical laws that
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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describe how a real protein folds. These facts have taken us to a new variant of the protein
folding problem within the HP model, which we named bicolored path embedding problem.

In our model, we combine the basic ideas of protein folding with the complementary
problem of protein design, where the goal is to synthesize a protein of a given shape (and
function) from an amino acid sequence. Thus, we provide the “blueprint” of the folded shape
of a protein, in the form of an input (grid) graph G with colors assigned to its vertices, and
we ask if a given colored path P can be (injectively) embedded in G in such a way that vertex
colors match. In other terms, we are effectively asking whether a given amino acid sequence
can fold into (part of) a protein with prescribed structure. Since the HP model has nodes of
only two types, we assume both G and P to be bicolored, say, with colors “red” and “blue”.1

In Section 2, we prove that the bicolored path embedding problem is NP-complete even
if G is a dense graph of the same size as P (i.e., with the same number of vertices).2 In
Section 3, we consider the case where G is a (square) grid graph, which is the standard
assumption in the HP model. We first prove that the path embedding problem remains
NP-complete even if P is monochromatic (e.g., all its vertices are blue), and then we prove
that the problem is NP-complete even if G and P have the same size. Next, we contrast
these hardness results with a polynomial-time algorithm for the case where G is a grid of
fixed height: thus, the bicolored path embedding problem, parameterized according to the
height of G, is in XP. In Section 4, we show that maximizing red-red contacts in the bicolored
path embedding problem (defined in the same way as H-H contacts in the HP model) is also
NP-hard.3

2 Bijective embedding in a dense graph

Let us first consider the case where the bicolored blueprint G is a “precise” description of
a protein, i.e., it has to be matched exactly by the amino acid sequence represented by
the bicolored path P . In other words, G and P have the same number of vertices, and
the embedding should therefore be bijective. We will show that the embedding problem is
NP-hard even if G is a dense graph (intuitively, a blueprint with many edges should allow
greater leeway in the construction of an embedding of P ) by a reduction from the strongly
NP-complete 3-Partition problem [9]. We recall that the input to the 3-Partition problem is
a multiset of 3m positive integers {a1, a2, . . . , a3m}, and the goal is to decide whether it can
be partitioned into m multisets of equal sum S. Our reduction is sketched in Figure 1.

The path P has length m · (S + 1), and is made up of m consecutive copies of a sub-path
denoted by PS+1, which in turn consist of a red vertex followed by S blue vertices. The
blueprint G contains a complete bipartite graph K6m,m with m red vertices on one side and
6m blue vertices on the other side. These blue vertices are further connected in all possible
ways, forming a clique Q of size 6m (the gray box in the figure). Additionally, for each ai, we
construct a clique of ai − 2 blue vertices (in the 3-Partition problem, we can safely assume
that ai > 2), and we connect two of its vertices with two vertices of Q.

1 With regard to bicolored and monochromatic graphs, we do not adhere to established terminology from
classical graph coloring theory; for the purposes of this paper, a coloring of a graph is simply a labeling
of its vertices, with no extra constraints. In particular, adjacent vertices may have the same color.

2 Formally, an infinite collection of graphs S is said to be a set of dense graphs if there is a positive
constant α such that, for any large-enough n, every graph in S with n vertices has at least α · n2 edges.

3 We remark that, in previous work, it has been established that the problem of maximizing H-H contacts
is NP-hard when G is not given, and P can be embedded in any way on a grid [3].
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P

G

K6m

K6m,m

S SS

PS+1PS+1PS+1

Ka -2i

Ka -2j

Ka -2k

Figure 1 Sketch of the NP-hardness reduction from the 3-Partition problem. For clarity, the
edges of the clique K6m, as well as some edges of the complete bipartite graph K6m,m, have been
omitted.

It is easy to see that the graph G is dense, it has the same size as P , and there is an
embedding of P into G if and only if the ai’s can be partitioned into multisets of sum S.

I Theorem 1. The bicolored path embedding problem is NP-complete even if the blueprint G

is a dense graph of the same size as the path P . J

3 Embedding in a grid graph

In this section we focus on blueprint graphs G which are grid graphs, i.e., they are obtained
from regular tilings of the plane (sometimes these are also called lattice graphs). This is the
typical setting of the standard HP model.

3.1 Monochromatic path
If the path P only consists of blue vertices, there is a simple NP-hardness reduction from
the Hamiltonian path problem (i.e., given a graph, decide if there is a walk that visits each
vertex exactly once), which is known to be NP-complete even if the graph G is an induced
subgraph of a square grid graph, a triangular grid graph, or a hexagonal grid graph [1, 2, 13].

Figure 2 NP-hardness reduction from the Hamiltonian path problem for several grid graphs

EuroCG’21
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Our reduction is sketched in Figure 2: given a graph G′ on n vertices, which is an induced
subgraph of a grid graph, we color all its vertices blue, and we “complete” it to a grid graph
G by adding red vertices. Obviously, we can embed a path P of n blue vertices into G if and
only if G′ has a Hamiltonian path.

I Theorem 2. The bicolored path embedding problem is NP-complete even if the blueprint G

is a (square, triangular, or hexagonal) grid graph, and P is a monochromatic path. J

3.2 Bijective embedding in a square grid graph
Let us turn again to bijective embeddings, this time in the case where the blueprint G is
a square grid graph. We will give another NP-hardness reduction from the Hamiltonian
path problem. We start from a square grid graph R(m′, n′) with an induced subgraph G′

(which is an instance of the Hamiltonian path problem), and we construct the blueprint G

by “expanding” each vertex v of R(m′, n′) into a (k + 2)× (k + 2) block Bv (where k is a
large-enough even constant, defined later). If v is not a vertex of G′, then all vertices of Bv

are blue; if v is a vertex of G, then Bv is illustrated in Figure 3: its four central vertices are
red, and all other vertices are blue. The size of G is therefore (k + 2) ·m′ × (k + 2) · n′; the
full construction is shown in Figure 4.

k
2

k
2

k
2

k
2

k+2

R(m',n')

G'

v

Figure 3 Transformation of a vertex v of G′ into the (k + 2)× (k + 2) block Bv

The path P is sketched in Figure 5: there is a copy of the subpath P ′ for each vertex of
G′, and then a final trail of blue vertices such that the total length of P matches the size of
G. Now, to embed P into G, we have to start from a set of four red vertices in some block
Bv, and then move to another set of four red vertices in some other block Bw. Since we must
traverse exactly 2k blue vertices between these two red sets, this is possible only if v and w

are adjacent in G′ (note that a “diagonal” move would take 2k + 1 steps on blue vertices).
Thus, embedding P into G is impossible if G′ is not Hamiltonian.

Assume now that G′ is Hamiltonian. We can embed all copies of P ′ into G by “mimicking”
a Hamiltonian path in G′ and moving from one set of red vertices to the next by covering
the 2× k rectangle between them in a zig-zag fashion. Eventually, the region of G covered
by all the copies of P ′ looks like a winding “tube” of width 2, as sketched in Figure 6.
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Figure 4 Complete construction of G: each block represents a vertex in the original graph

P

P' x size of the induced subgraph G'

4 2k

P' Enough nodes to fill
the board

Figure 5 Construction of the path P

Now we have to cover the remaining part of G with the trailing sequence of blue vertices
of P . In order to do that, we partition this region into maximal “horizontal rectangles”,
i.e., in such a way that no two rectangles touch each other along vertical edges, as shown in
Figure 6. Then we do a depth-first traversal of these rectangles. When we visit a rectangle,
we cover it as shown in Figure 7: we further divide it into smaller rectangular “tiles”, one for
each unvisited neighboring rectangle. After covering a tile, we visit its adjacent rectangle in
the partition, and then we move to the next tile when we backtrack from that rectangle.

Constructing the tiles such that each of them can be covered completely before moving
on to the next rectangle is indeed possible. In [10], the grid graphs containing a Hamiltonian
path with assigned endpoints have been characterized: as it turns out, if the size of a tile is
even and one of its sides is longer than four vertices, then there is a Hamiltonian path in the
tile with any assigned endpoints having odd distance. Because k is a large even constant, we
can indeed subdivide each rectangle in the appropriate number of tiles, each of which has
even size and at least one side longer than four vertices (choosing k = 100 suffices by a big
margin). It follows that we can embed P into G.

I Theorem 3. The bicolored path embedding problem is NP-complete even if the blueprint G

is a square grid graph of the same size as the path P . J
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Figure 6 Partition into rectangles of the region not covered by the zig-zagging copies of P ′

3.3 Fixed-height rectangular blueprint

We can contrast our previous hardness results with an embedding algorithm that runs in
polynomial time, provided that the blueprint G is a grid graph of fixed height k. Thus, let
G be a bicolored m× k grid, and let P be a bicolored path of n vertices. Our approach is
based on dynamic programming, where a sub-problem consists of embedding part of P into
a sub-grid of G going from the first column to the ath column, with 1 ≤ a ≤ m. A sub-
problem’s specification also contains a description of the intersection between a hypothetical
embedding of P and the ath column of G, illustrated in Figure 8: for each vertex w in the
ath column, the sub-problem specifies which vertex vi of P is mapped to w (if any), as well
as an extra bit of information that encodes whether the left or right neighbor of vi along P

should be mapped to the left neighbor of w (if such information is incompatible with the rest
of the specification, this bit is ignored). Thus, the total number of sub-problems is 2k ·nk ·m
(the last factor represents the m choices of a).

The output to a sub-problem is “Yes” if an embedding satisfying the given constraints
exists, “No” if it does not exist, and “N/A” if the sub-problem specifies no intersection on
the ath column, and it is not possible to embed P entirely to the left of the ath colum (this
implies that P should be embedded entirely to the right of the ath column, but we are still
unable to determine if this is possible).

Solving a sub-problem S for column a amounts to finding a sub-problem S′ for column
a− 1 with a “Yes” answer such that the specifications of S and S′ are compatible. In other
words, the mappings described by S and S′ on columns a and a− 1 should (i) match the
colors in G and P , and (ii) match with each other: for example, if S indicates that the vertex
vi+1 of P should be mapped to the left neighbor w′ of w (where w is in column a), then S′

should indicate that vi+1 is indeed mapped to w′ (which is in column a− 1). Thus, S can be
solved by looking up at most nk sub-problems, and each compatibility test takes O(k) time.

I Theorem 4. Given a bicolored square grid graph G of size m× k and a bicolored path P

of size n, the embedding problem for G and P can be solved in O(k · 2k · n2k ·m) time. J



T. Feng, R. Uehara, and G. Viglietta 24:7

2

1
6

3

4
5

2

1

3

6

4

5

Figure 7 Traversal order of the tiles of a rectangle and its six neighboring rectangles

Note that, if k is a constant, the running time of our algorithm is O(n2km), hence polynomial.

I Corollary 5. The bicolored path embedding problem where the blueprint G is a square grid
graph, parameterized according to the height of G, is in XP. J

4 Maximizing red-red contacts in a grid graph

Finally, let us turn to the problem of maximizing red-red contacts in the context of the
bicolored path embedding problem. Recall that, according to the HP model of energy, an
amino acid chain tends to fold in a way that maximizes the number of H nodes that are close
together in the folded state, even if they are not adjacent along the chain. In other words,
when G and P are given, we seek an embedding of P into G that covers a large number of
adjacent red vertices of G without traversing the edges between them. A red-red contact in
an embedding of P is a pair of adjacent red vertices u, v in G such that the embedding of P

covers both u and v, but does not contain the edge {u, v}.
The problem of maximizing red-red contacts in the bicolored path embedding problem

is also NP-hard, even when restricted to instances where the path P is guaranteed to be
embeddable into G. Figure 9 shows a reduction from the Hamiltonian path problem, where
Block 2 of G is constructed as the graph in Section 3.1: that is, we are given a graph G′, we
color its n vertices blue, and then we “complete” it to a grid graph by adding r red vertices
around it. Then we take an integer k greater than r, and we construct Block 1, which is a
grid of at least k red vertices. Block 3 of G and the path P are constructed as in the figure.

Now it is easy to see that, if G′ does not have a Hamiltonian path, we can only embed P

in Block 3, which yields no red-red contacts. Otherwise, we can embed the blue part of P in
Block 2 and the red part in Block 1, which produces a large number of red-red contacts.
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Figure 8 Illustration of the dynamic-programming algorithm for rectangular blueprints
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Figure 9 NP-hardness reduction for the problem of maximizing red-red contacts

I Theorem 6. Given a bicolored grid graph G and a bicolored path P that can be embedded
in G, it is NP-hard to find an embedding of P in G that maximizes red-red contacts. J

This result can easily be extended to grid graphs induced by different tilings of the plane
(cf. Section 3.1). Also, it shows that the related approximation problem is NP-hard, as well.
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Abstract
Given an n-vertex 1.5D terrain T and a set P of m < n viewpoints, the Voronoi visibility map
VorVis(T ,P) is a partitioning of T into regions such that each region is assigned to the closest
visible viewpoint. The colored visibility map ColVis(T ,P) is a partitioning of T into regions
that have the same set of visible viewpoints. In this paper, we propose an algorithm to compute
VorVis(T ,P) which runs in O(n+(m2 +kc) log n) time, where kc and kv denote the total complexity
of ColVis(T ,P) and VorVis(T ,P), respectively. This improves upon a previous algorithm for this
problem. We also show that the next problem can be solved in the same running time: What is
the minimum value of r such that, if the viewpoints can only see objects within distance r, the
partitioning of T into visible and invisible portions does not change?

1 Introduction

A 1.5D terrain T is an x-monotone polygonal chain of n vertices in R2. Two points on T are
visible if the segment connecting them does not contain any point strictly below T .

Visibility problems in terrains are fundamental in geographical information science and
have many applications, such as placing fireguard or telecommunication towers [3], identifying
areas that are not visible from sensitive sites [14], or solving problems related to sensor
networks [16]. Although 2.5D terrains are more interesting for modelling and forecasting,
1.5D terrains are easier to visualize and they give insights into the difficulties of 2.5D terrains
in terrain analysis. We focus on the variant where a set P of m viewpoints are located on
vertices of T , and our goal is to efficiently extract information about the visibility of T with
respect to P. We continue the work of [11], where the following structures are defined.

The visibility map Vis(T ,P) is a partitioning of T into a visible region (containing all
portions of T that are visible by at least one element in P) and an invisible region (containing
the portions that are not visible by any element in P). The colored visibility map ColVis(T ,P)
is a partitioning of T into regions that have the same set of visible viewpoints (see Fig. 1b
for an example). Finally, the Voronoi visibility map VorVis(T ,P) is a partitioning of T into
regions that have the same closest visible viewpoint (see Fig. 1c), where the distance used is
the Euclidean distance (not the distance along the terrain).

Algorithms to compute these structures for 1.5D and 2.5D terrains are proposed in [11].
The algorithm to obtain VorVis(T ,P) of a 1.5D terrain runs in O(n + (m2 + kc) log n +
kv(m + log n log m)) time, where kc and kv denote the total complexity of ColVis(T ,P) and

∗ Supported by the Czech Science Foundation, grant number GJ19-06792Y, and with institutional support
RVO:67985807. This project has received funding from the European Union’s Horizon 2020 research
and innovation programme under the Marie Skłodowska-Curie grant agreement No 734922.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 (a) The viewshed of a viewpoint. (b) ColVis(T ,P). (c) VorVis(T ,P).

VorVis(T ,P), respectively. It first computes ColVis(T ,P), and then it spends Θ(m) time
to find each single region of VorVis(T ,P). In this note, we show that VorVis(T ,P) can be
extracted from ColVis(T ,P) in a 1.5D terrain without adding any extra running time. We
use an observation related to the bisectors of pairs of viewpoints that also allows to prove a
relation between kc and kv.

The new algorithm for VorVis(T ,P) also allows to efficiently solve a problem related to
limited range of sight. These problems are motivated by the fact that, even though many visi-
bility problems assume an infinite range of visibility, the intensity of light, signals. . . decreases
over distance in realistic environments. In this spirit, the problem of illuminating a polygonal
area with the minimum total energy was introduced by O’Rourke [15], and studied in [6, 7].
We consider a related problem on terrains, namely, computing the minimum value r∗ such
that, if the viewpoints can only see objects within distance r∗, the obtained visibility map is
the same as Vis(T ,P). We show that this problem can also be solved in O(n+(m2 +kc) log n)
time.

Related Work. When m = 1, computing the visibility map of a 1.5D terrain can
be done in O(n) time [12]. One of the first results on the variant where m > 1 is an
O((n + m) log m) time algorithm to detect if there are any visible pairs of viewpoints above a
1.5D terrain [2]. Later, a systematic study of Vis(T ,P), VorVis(T ,P) and ColVis(T ,P) was
carried out in [11] for 1.5D and 2.5D terrains. Apart from the mentioned output-sensitive
algorithm for VorVis(T ,P) of a 1.5D terrain, the authors also propose an algorithm running
in O(mn log m) time, which is worst-case nearly optimal, since the maximum complexity of
VorVis(T ,P) is Θ(mn). A problem which is very related to the construction of Vis(T ,P) is
that of computing the total visibility index of the terrain, that is, the number of viewpoints
that are visible from each of the viewpoints. This problem can be solved in O(n log2 n)
time [1].

The situation where the locations of the viewpoints are unknown has been much studied.
It is well-known that computing the minimum number of viewpoints to keep a 1.5D terrain
illuminated is NP-Hard [13], but the problem admits a PTAS [8, 9, 10]. If the viewpoints are
restricted to lie on a line, the same problem can be solved in linear time [5].

Assumptions. As in [11], we assume that no three vertices of T are aligned. Here we
also assume that no edge of T is contained in the bisector of two viewpoints in P.



V. Keikha and M. Saumell 25:3

Omitted proofs and details will be given in the full version of this paper.

2 Complexity of the Voronoi visibility map

In this section, we prove an upper bound on kv.
Let us introduce some terminology. The viewshed of a viewpoint p is the set of points

of T that are visible from p (see Fig. 1a for an example). Further, the Voronoi viewshed
WT (p,P) of p is the set of points in the viewshed of p that are closer to p than to any other
viewpoint that is visible from them.

We denote by bi,j the perpendicular bisector of two viewpoints pi, pj . Since no edge of T
is contained in the bisector of two viewpoints, the shared boundary between two consecutive
regions of VorVis(T ,P) is a single point of T , which we call an event point of VorVis(T ,P).

We denote by qi,j an event point of VorVis(T ,P) such that a point infinitesimally to the
left and right of qi,j belongs to WT (pi,P) and WT (pj ,P), respectively (notice that an event
qi,j is different from an event qj,i). There are three (not mutually exclusive) possibilities: (i)
pi becomes invisible at qi,j

1; (ii) pj becomes visible at qi,j ; (iii) pi and pj are visible at qi,j ,
and qi,j is an intersection point between bi,j and T .

I Lemma 2.1. Let pi ∈ P be lower than pj ∈ P. Let q be an intersection between bi,j and
T to the left (resp. right) of pi. Then any point to the left (resp. right) of q visible from pi

is closer to pj than to pi. Thus, there is no event qi,j or qj,i of type (iii) to the left (resp.
right) of q.

We can now prove the following:

I Theorem 2.2. kv ≤ kc + m2.

Proof. Notice that events of type (i) and (ii) are also events of ColVis(T ,P). Let us prove
that there are at most m2 events of type (iii): Let pi, pj be a pair of viewpoints. If pi and pj

are at the same height, bi,j is vertical and only intersects T once, so there is at most one
event of VorVis(T ,P) on bi,j ∩ T . Otherwise, we assume without loss of generality that pi is
lower than pj . By Lemma 2.1 the only candidates for events qi,j or qj,i of type (iii) are the
left-most intersection point of type bi,j ∩ T among all such points to the right of pi and the
right-most one among all points to the left. Thus, every pair of viewpoints creates at most
two events of type (iii). J

3 Computation of the Voronoi visibility map

Let VorVis(T ,P`) and ColVis(T ,P`) be the corresponding maps if viewpoints only see
themselves and to their left. VorVis(T ,Pr) and ColVis(T ,Pr) are defined analogously.

The outline of the algorithm we propose is given in Figure 2. Its main highlight is a way
to compute VorVis(T ,P`) and VorVis(T ,Pr) so that new events of the diagrams are found in
O(log m) time rather than O(m). We next explain the algorithm to compute VorVis(T ,Pr).

The algorithm sweeps the terrain from left to right and stops at points that are candidates
for event points. The candidates for events of type (i) and (ii) are the events of ColVis(T ,Pr).
We explain below which are the candidates for events of type (iii).

1 When we write that pi becomes invisible at qi,j , we mean that it is visible immediately to the left of
qi,j and invisible immediately to its right. We use the same rational when we write that pj becomes
invisible at qi,j .
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compute ColVis (T ,Pr)

compute VorVis (T ,Pr)

merge VorVis (T ,P`) and VorVis (T ,Pr)

compute ColVis (T ,P`)

compute VorVis (T ,P`)

Figure 2 Outline of the algorithm to compute VorVis(T ,P).

Events of ColVis(T ,Pr). We compute ColVis(T ,Pr) using the algorithm from [11]
which returns a doubly-linked list with the vertices of ColVis(T ,Pr) sorted from left to right,
together with the following visibility information: The visible viewpoints are specified for
the first component of ColVis(T ,Pr) and, for the other components, the algorithm outputs
the changes in the set of visible viewpoints with respect to the component immediately to
the left.

Data structures. A binary table V indicates, at any given point of the sweep, which
are the visible viewpoints, that is, V [i] = 1 if and only if pi is visible at the moment.

Maintaining the set of viewpoints sorted by distance to the point of T currently swept by
the line would be too expensive because every bisector bi,j might intersect the terrain Θ(n)
times. Instead, we maintain a table L containing all viewpoints that have been swept by the
line such that some pairs of viewpoints are sorted with respect to the distance to the current
intersection point between the sweep line and the terrain, but some other pairs (which are
never checked by the algorithm) are unordered. The table is filled by the algorithm from the
last position to the first.

Additionally, we maintain a balanced binary search tree H which contains the positions
of L occupied by viewpoints that are currently visible. As we will see, the viewpoints that
are currently visible appear in L correctly sorted with respect to the current distance to the
terrain. The algorithm always chooses as the “owner” of the current Voronoi visibility region
the following viewpoint: among all elements that are currently visible, the one appearing
earliest in L, whose position in L is found by obtaining the minimum element of H.

For all i, we also maintain a pointer from V [i] to the position in L (if any) containing pi.
Finally, we also use a data structure that allows to answer ray-shooting queries in T in

O(log n) time [4]
Unordered sets of viewpoints and candidates for events of type (iii). Let pi ∈ P

be lower than pj ∈ P . Let q be the left-most intersection point of type bi,j ∩T among all such
points to the right of pi. If pj is to the left of pi, q is to the right of both pi and pj , while if
pj is to the right of pi, q lies between both viewpoints. In both cases, a point infinitesimally
to the left of q is closer to pi than to pj , and a point infinitesimally to the right is closer to
pj .

If pj is to the left of pi, by Lemma 2.1, q is the only candidate for event of type (iii) to
the right of pi. Such a point is found in O(log n) time by a ray-shooting query and added to
the list of candidates for events swept by the line. When the line sweeps q, pi and pj are
swapped in L because pj becomes closer to the terrain. Even though later the terrain might
intersect bi,j again and pi might become closer than pj , pi and pj are never swapped again
in L. The reason for this is that the algorithm only takes into account the visible viewpoints
to output the Voronoi visibility regions and, by Lemma 2.1, any point to the right of q which



V. Keikha and M. Saumell 25:5

is visible from pi is closer to pj than to pi. Therefore, whenever both pi and pj are visible,
pj is indeed closer to the terrain than pi.

If pj is to the right of pi, since q is to the left of pj and viewpoints can only see to their
right, q is not a candidate for event of type (iii). By Lemma 2.1, there is no candidate for
event of type (iii) to the right of pi.

Finally, notice that there are no candidates for events of type (iii) to the left of pi because
in VorVis(T ,Pr) viewpoints can only see to their right.

Description of the algorithm. Given q, r on T with x(q) < x(r), we denote by T [q, r]
the closed portion of the terrain between q and r. We create a list E of potential events
sorted from left to right containing all events of ColVis(T ,Pr) and the O(m2) candidates
for events of type (iii). We also add an event at the right-most point of the terrain. Using
E and the data structures mentioned above, we output VorVis(T ,Pr) as a list of pairs
([q, r], pi) such that pi is the closest visible viewpoint in T [q, r] (if T [q, r] is not visible from
any viewpoint, we output ([q, r],⊥)). The variables t` and p∗ in the algorithm below refer to
the left endpoint of the portion of T currently analyzed by the algorithm and the closest
visible viewpoint in that portion, respectively. The variable pmin refers to the viewpoint
contained in the position of L given by the minimum element of H (if H is empty, pmin = ⊥).

Initially, V [i] := 0 and L[i] := ∅ for all i, H := ∅, t` := left-most point of T , and p∗ ← ⊥.
We repeat the following procedure until E is empty: We extract the next element q from

E, and proceed according to the following cases (for the sake of simplicity, in the description
below we deliberately ignore some degenerate situations which we tackle right after):

(i) One or more viewpoints become visible at q. For all such viewpoints pi, we set V [i] := 1.
If one of these viewpoints is at q, we insert it at the highest index j such that L[j] = ∅.
For every viewpoint becoming visible at q, we insert to H the position of L containing it.
If, after updating pmin, pmin 6= p∗, we output ([t`, q], p∗), set t` := q, and set p∗ := pmin.

(ii) One or more viewpoints become invisible at q. For all such viewpoints pi, we set V [i] := 0
and we delete from H the position of L containing pi. If, after updating pmin, pmin 6= p∗,
we output ([t`, q], p∗), set t` := q, and set p∗ := pmin.

(iii) q is an intersection point between T and bi,j . We swap pi and pj in L. If necessary, we
update H according to the visibility of the viewpoints contained in the positions of L

affected by the swap (for example, if pi is visible and pj is not, we add to H the new
position of L containing pi and we remove the old one). If, after updating pmin, pmin 6= p∗,
we output ([t`, q], p∗), set t` := q, and set p∗ := pmin. If q is an intersection point between
T and other bisectors distinct from bi,j , the bisectors can be processed in any order.

(iv) q is the right-most point of T . We output ([t`, q], p∗).

It remains to explain in which order to process events of distinct type occurring at the
same time. Viewpoints becoming visible have priority over the other types of events, and
viewpoints becoming invisible have priority over intersections of the terrain with bisectors.

Merging the two diagrams. We overlap VorVis(T ,P`) and VorVis(T ,Pr), and de-
compose the terrain by sweeping it from left to right and stopping at the endpoint of every
pair of the form ([q, r], pi) belonging to any of the two diagrams. After this decomposition,
for any portion of the terrain there are two candidate viewpoints, and the distribution of the
portion between the two viewpoints can be done in O(log n) time via a ray shooting query
with their bisector (with similar arguments to those in the proof of Lemma 2.1, one can
prove that the portion gets split into at most two portions of the final diagram).

We conclude:
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I Theorem 3.1. VorVis(T ,P) can be constructed in O(n + (m2 + kc) log n) time and
O(n + m2 + kc) space.

4 Computation of r∗

Notice that r∗ is realized at a vertex of VorVis(T ,P) at maximum distance from its closest
visible viewpoint (r∗ is the distance from the vertex to the viewpoint). Thus, after constructing
VorVis(T ,P), we can traverse it in linear time to identify such a vertex. We obtain:

I Theorem 4.1. The problem of computing the minimum range of the viewpoints that keeps
Vis(T ,P) unchanged can be solved in O(n + (m2 + kc) log n) time.

5 Final remark

We have shown that VorVis(T ,P) can be constructed almost for free (asymptotically) if
ColVis(T ,P) is computed first. Therefore, any faster algorithm for VorVis(T ,P) must use
less information than the one encoded in ColVis(T ,P).
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Upward Planar Drawings with Three Slopes
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Abstract
We study upward planar straight-line drawings that use only three different slopes. We show that
deciding whether a digraph admits such a drawing is NP-hard already for embedded outerplanar
digraphs, though linear-time solvable for trees with and without given embedding.

1 Introduction

One of the main goals in graph drawing is to generate clear drawings. To achieve this, we
may reduce the visual complexity by using only few different geometric primitives [22] – in
our case few slopes. Using only few different slopes is common for schematic drawings; for
example, if we allow two different slopes we get orthogonal drawings [9], with three or four
slopes we get hexalinear and octilinear drawings [31], respectively. Here, we additionally
require our graphs to be drawn upward and planar.

Upward planarity. An upward planar drawing of a directed graph (or digraph for short) G

is a planar drawing of G where every edge is drawn as a monotonic upward curve. We call G

upward planar if it admits an upward planar drawing and upward plane if it is equipped with
an upward planar embedding. Note that an upward planar embedding, given by the cyclic
sequences of edges around each vertex, is necessarily bimodal, that is, each cyclic sequence
can be split into a contiguous subsequence of incoming edges and a contiguous subsequence
of outgoing edges [9].

Upward planarity testing is an NP-complete problem for general digraphs [17], though
several fixed-parameter tractable algorithms exist [5, 14, 18]. Furthermore, the problem is
polynomial-time solvable, for example for single source digraphs [3], outerplanar digraphs [33],
series-parallel digraphs [14], and triconnected digraphs [2]. If the embedding of a digraph is
given, upward planarity can be tested in polynomial time [2].

k-slope drawings. A k-slope drawing of a graph G is a straight-line drawing of G where
every edge is drawn with one of at most k different slopes; see Fig. 1a–b. The (planar) slope
number of G is the smallest k such that G admits a planar k-slope drawing. If only planar
drawings are allowed, this is called the planar slope number of G. Both numbers have been
studied extensively for a variety of classes [4,11,13,15,16,20,21,25,27–29,32,34]. Determining
the planar slope number of a graph is hard in the existential theory of the reals [19].

Di Battista and Tamassia [10] have shown that if a digraph is upward planar, then it even
admits an upward planar straight-line drawing. We may therefore ask how many slopes are
necessary for a digraph G to admit an upward planar drawing. The answer to this question
defines the upward planar slope number of G. To the best of our knowledge, this number has
so far only been studied by Czyzowicz et al. [6,7] for lattices and, allowing one bend per edge,
by Di Giacomo et al. [12] for series-parallel digraphs and by Bekos et al. [1] for st-graphs.

Most research on slope numbers is concerned with the minimum number of slopes
required to draw any graph of a fixed class. We can consider the problem also from a different
perspective, namely, given only k slopes, decide whether a given digraph admits an upward
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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planar k-slope drawing. For k = 2, this question has been investigated by Klawitter and
Mchedlidze [23] who show that deciding whether a given upward plane digraph admits an
upward planar 2-slope drawing can be done in linear time. For the variable embedding
scenario, they give a linear-time algorithm for single-source digraphs, a quartic-time algorithm
for series-parallel digraphs, and a fixed-parameter tractable algorithm for general digraphs.
Here, we investigate the next natural case k = 3. Note that a 2-slope drawing can be
stretched in the direction of one slope without affecting the length of edges drawn with the
other slope. The fact that this does not hold for three (or more) slopes introduces interesting
new geometric aspects for 3-slope drawings.

(a) (c)

G

u
p

up

(b)

Figure 1 (a) A digraph G with (b) upward planar 3-slope drawing; (c) drawing rotated by 45◦.

Note that the maximum indegree and outdegree of a digraph G are natural lower bounds
on its upward planar slope number. Since we have k = 3, we assume that our digraphs
have maximum indegree and outdegree at most three. Further note that an upward planar
3-slope drawing of a digraph G on any three slopes can be affinely transformed into one with
slopes 45◦, 90◦, and 135◦. Hence, we restrict considerations to this slope set. For illustrative
purposes however, we rotate drawings by 45◦ clockwise and thus use the slope set {↑,↗,→};
see Fig. 1c. A 3-slope assignment of a digraph G assigns each edge of G one of the slopes
in {↑,↗,→}. If G is upward plane, we say a 3-slope assignment of G is consistent if the
assignment complies with the cyclic edge order around each vertex; for example, if a vertex
has three incoming edges, then they need to be assigned the slopes→, ↗, and ↑ in ccw order.
Clearly, if an upward plane embedding does not admit a consistent 3-slope assignment, then
it also does not admit an upward plane 3-slope drawing.

Contribution. We initiate research on upward planar 3-slope drawings by examining the
complexity of the decision problem. Some of our results are generalizable to k ≥ 3 slopes.
We classify whether an embedded tree T admits an upward planar 3-slope drawing. In the
affirmative, we can construct such a drawing. Otherwise, we can change the embedding of T

such that it admits a desired drawing. We further show that it is NP-hard to decide whether
a given upward outerplanar1 digraph admits an upward planar 3-slope drawing.

For statements marked with “?”, a proof is available on arXiv [24].

1 An upward outerplanar digraph admits an upward planar drawing with each vertex on the outer face.
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(a) (b) (c)

T

u

v

u

v

u

v

u

v

Figure 2 (a) The tree T does not admit a consistent 3-slope assignment, (b) unless we change the
embedding; (c) an upward planar 3-slope drawing of T with exponentially shrinking edge lengths.

2 Trees

We start with the class of directed trees2 with indegree and outdegree at most three. While
every bimodal embedding of a tree induces an upward planar embedding, it does not
necessarily admit an upward planar 3-slope drawing; see tree T in Fig. 2a. There the edge uv

of T needs to get slope ↑ by u but slope ↗ by v and thus obstructs a consistent 3-slope
assignment. However, we can always change the embedding of T such that it admits a
consistent 3-slope assignment and drawing; see Fig. 2b. We show that both testing whether
an embedding is suitable and finding a suitable embedding can be accomplished in linear time.

I Theorem 2.1 (?). Under a fixed bimodal embedding, a directed tree T admits an upward
planar 3-slope drawing if and only if it admits a consistent 3-slope assignment. Moreover,
this can be tested in linear time and, in the affirmative, a drawing can be constructed.

Proof sketch. While the “only-if”-direction is clear, the converse can be shown by drawing T

with edge lengths exponentially shrinking as the distance from a start edge increases;
see Fig. 2c. A consistent 3-slope assignment is either directly obstructed by an edge as in
Fig. 2a or can be computed straightforwardly. J

I Theorem 2.2 (?). Given a directed tree T with indegree and outdegree at most three, we
can construct an upward planar 3-slope drawing of T in linear time.

Proof sketch. To find a suitable embedding, pick a start vertex, order its incident edges
bimodally, and continue vertex by vertex to construct a consistent 3-slope assignment. J

We conjecture that a similar approach also works for cactus graphs, though constructing
an actual drawing is geometrically more involved. We will investigate this further.

3 Outerplanar Graphs

In this section, we show that already for upward outerplanar digraphs, it is NP-hard to
decide whether a digraph admits an upward planar 3-slope drawing. It remains open whether
the problem is also NP-complete since containment in NP is not immediately clear. More
precisely, if the problem was in NP, there would be small proof certificates for yes-instances
that a verifier could use to decide the problem in polynomial time. Typically a combinatorial
characterization or a drawing of the input graph could act as such a certificate. However in our

2 A directed tree (or polytree) is a digraph whose underlying undirected graph is a tree.

EuroCG’21



26:4 Upward Planar Drawings with Three Slopes

case, we do not know whether there are graphs that require irrational (or super-polynomial
precise) coordinates and if so, how to treat them implicitly. Yet NP-hardness holds true,
even if an upward outerplanar embedding is given. Remember that for an arbitrary number
of slopes, upward planarity for outerplanar digraphs can be decided in polynomial time [33] –
if an embedding is given, even in linear time. We show NP-hardness by reduction from
Planar Monotone 3-SAT [8], an NP-complete version of 3-SAT, where the three literals
of each clause are all either negated or unnegated – from now on called negative and positive
clauses, respectively. Moreover, the incidence graph3 is planar and has a planar drawing
where the vertices are rectangles, the edges are vertical straight-line segments, the variables
are arranged on a horizontal line, the positive clauses are above, and the negative clauses
are below this line. For an example, see Fig. 5a. For a given formula F and a rectangular
drawing of its incidence graph, we construct a corresponding upward outerplanar digraph GF ,
which can only be drawn upward planar with 3 slopes if F is satisfiable. Our construction
follows ideas of Nöllenburg [30] and Kraus [26] and utilizes the following observations.

Up to scaling and mirroring diagonally, G� in Fig. 3a admits an upward planar 3-slope
drawing only as an outerplanar square as in Fig. 3b. We can attach multiple squares (and
triangles) to each other as in Fig. 3c–d. The drawing of such a bigger digraph is unique up
to scaling and mirroring diagonally. If the squares form a tree, the drawing is outerplanar.
We refer to these squares as unit squares, since, once set, the side lengths for all attached
squares are the same. To allow a certain small degree of freedom, we exploit the following.

(a) (b) (c)

G�

(d)

Figure 3 (a) The digraph G� admits only an upward 3-slope drawing as square (b); (c, d) by
combining copies of G� and triangles we can build larger rigid structures.

e1

e2

Figure 4 Upward planar 3-slope drawing of the digraph G↔.

I Lemma 3.1 (?). In any upward planar 3-slope drawing of the digraph G↔ (see Fig. 4), . . .

3 In the incidence graph of a SAT formula, there is a vertex for each variable and each clause, and for
each occurrence of a variable in a clause, there is an edge between the corresponding vertices.



Klawitter and Zink 26:5

x1 x2 x3 x4

x1 ∨ x2 ∨ x3

x1 ∨ x3 ∨ x4

¬x1 ∨ ¬x2 ∨ ¬x4

¬x2 ∨ ¬x3 ∨ ¬x4

(a) Rectangular drawing of the incidence graph of a Planar Monotone 3-SAT formula F .

(b) Outerplanar drawing of the digraph GF obtained from (a). Chains of unit squares are drawn as straight
line segments. The variable/clause/edge gadgets occupy the areas of their corresponding rectangles. Here,
x1 and x4 are set to false (brush on the left), while x2 and x3 are set to true (brush on the right)

Figure 5 Schematic example for our NP-hardness reduction from Planar Monotone 3-SAT.

the edges e1 and e2 are parallel and have the same arbitrary length ` > 0,
all other edges are oriented as in Fig. 4 up to mirroring along a diagonal axis, and
all other vertical and horizontal edges have the same lengths, as well as all diagonal edges.

With this construction kit of useful (sub)graphs in hand, we build a bigger graph whose
upward planar drawings represent the satisfying truth assignments for F . The high-level
construction is depicted in Fig. 5b. We construct, for each variable xi, an individual
digraph – the variable gadget for xi. Similarly, for each clause cj , there is an individual
digraph – the clause gadget for cj . All gadgets mainly consist of chains of G�s. For a
drawing, this enforces a rigid frame structure built from unit squares. We glue all variable
gadgets together in a row and connect variable and clause gadgets by edge gadgets such that
the composite graph remains upward outerplanar (see Fig. 5b) and all G�s are drawn as
unit squares.

A variable gadget is depicted in Fig. 6. Its base structure is the (violet) frame composed
of chains of unit squares. The core element is the (red) central chain of unit squares (with a
few side-arms), which has one degree of flexibility, namely, moving as a whole to the left or
to the right without leaving the frame structure of the gadget. It looks and behaves a bit like
a pipe cleaning brush that is stuck inside the frame but can be moved a bit back and forth.
Hence, we also call it a brush. It is connected via a G↔ to the brush of the previous variable
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(c)

< 1

truefalse

(a)

? ?

truefalse

(b)

truefalse

(d)

? ?

Figure 6 A variable gadget, contained in two positive and one negative clauses, being set to false.

gadget (see Fig. 6a/d) and the first brush is connected to the frame via a G↔ (see the left
of Fig. 5b). This allows only a horizontal shift of the brushes, but no vertical movement
relative to its anchor point at the frame structure. Note that the horizontal position in any
variable gadget is independent of those in all other gadgets. If the brush is positioned close
to the very left (right), the corresponding variable is set to false (true).

For each occurrence of a variable in a positive clause, we have a construction as depicted
in Fig. 6b. There, a long chain of (green) G�s – from now on called bolt – is attached to the
frame structure via two G↔s, which allow only a vertical, but no horizontal shift. The bolt
has on its left side an arm, which can only be placed in one of two pockets of the frame. It
can always be placed in the upper pocket, which pushes the bolt outwards with respect to
the variable gadget (into an edge and then a clause gadget). It can only be placed in the
lower pocket if the brush is shifted close to the very right (i.e. set to true) – then the bolt
can “fall” into a cove of the brush. For each occurrence of a variable in a negative clause,
we have the same construction, but upside-down, such that the bolt can be pulled into the
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true

false false

true

false false

true

false false

true true

false

true true

false

true true

false

true true true false false false

Figure 7 Positive clause gadget (negative clause gadget is mirrored vertically) in 8 configurations.

variable gadget only if the brush is shifted close to the very left (i.e. set to false).
Note that, to maintain outerplanarity of the whole construction, the frame structure is

not contiguous, but connected by G↔s and the arms of the bolts. Hence, the frame structure
decomposes into many components that have fixed relative horizontal positions and their unit
squares have the same side lengths. However, the components can shift up and down relative
to each other. To keep this vertical shift small enough not to affect the correct functioning
of our reduction, we use, for each such component, the construction depicted in Fig. 6c. The
chain of brushes has no flexibility in vertical direction and serves as a base ground for an
“anchor” of the frame structure. The frame structure can move less than one unit up or
down unless it violates planarity. If the frame structure would be shifted up enough to be
completely above the brush, it would get in conflict with the adjacent bolt.

An edge gadget consists of only three straights chains – two are frame segments, one
is a bolt in the middle. Their purpose is to synchronize the distance of the clause gadgets
to the variable gadgets and to provide these chains of unit squares for the clause gadgets.
Several edge gadgets are depicted on yellow background color in Fig. 5b.

A clause gadget for a positive clause is depicted in Fig. 7. Within a frame, which is
connected at six points to the frames of three edge gadgets, there is a horizontal (orange)
bar, which is attached via two G↔s to the frame – one G↔ allows a horizontal, the other
allows a vertical shift. It resembles a crane that can move up and extend its arm, while it
holds the horizontal bar on a vertical (orange) rope. The three bolts from the corresponding
variable gadgets reach into the clause gadget. The lengths of these bolts is chosen such
that, if they are pushed out of their variable gadget and into the clause gadget, they only
slightly fit inside the gadget. Depending on whether each of the bolts is pushed into the
clause gadget or pulled out of it, we have eight possible configurations (with sufficiently small
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vertical slack). They represent the eight possible truth assignments to a clause. In Fig. 7, we
illustrate that in each configuration, we can accommodate the horizontal bar in an upward
planar 3-slope drawing of the clause gadget – except for the case when all three bolts push
into the clause gadget, which represents the truth assignment false to all contained variables.
A negative clause gadget uses the same construction, but mirrored vertically. There, three
bolts pushing into the clause gadget means the contained variables are all set to true.

We conclude with our main theorem. In the future, we plan to generalize Theorem 3.2 to
k ≥ 3 slopes. In the fixed embedding setting, the main idea is to simply add 2(k− 3) dummy
leaves to each vertex that automatically occupy the additional slopes.

I Theorem 3.2 (?). Deciding whether a directed outerplanar graph admits an upward planar
3-slope drawing is NP-hard, even when an upward outerplanar embedding is given.

Acknowledgments. We would like to thank the reviewers for their helpful comments.
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Abstract
We study the problem of decomposing (i.e. partitioning or covering) polygons into components
that are α-fat, which means that the aspect ratio of each subpolygon is at most α. We consider
decompositions without Steiner points. We present a polynomial-time algorithm for simple polygons
that finds the minimum α such that an α-fat partition exists. Furthermore, we show that finding an
α-fat partition or covering with minimum cardinality is NP-hard for polygons with holes.

Related Version A full version of this paper is available at https://arxiv.org/abs/2103.08995 [1]

1 Introduction

A decomposition of a polygon P is a set of subpolygons whose union is exactly P . If the
subpolygons are not allowed to overlap, the set is a partition of P . Otherwise, we call the set
a covering. Here, we consider decompositions without Steiner points. Thus, a polygon is
decomposed by adding diagonals between its vertices. Polygon decomposition problems arise
in many theoretical and practical applications and can be categorized with regard to the
type of subpolygon that is used [6]. We consider decompositions into fat components. Our
research is motivated by a bioinformatical application: The fragmentation of tissue samples
can be modeled as a constrained shape decomposition problem in which specifically round or
fat components are desired [7].

A polygon P is called α-fat if its aspect ratio (AR) is at most α. There are different
definitions for the aspect ratio and in this paper we consider the following two (see Fig. 1):
square-fatness: ARsquare = ratio between the side length of the smallest axis-parallel square

containing P and side length of the largest axis-parallel square contained in P [5].
disk-fatness: ARdisk = ratio between the diameter of the smallest circle enclosing P (mini-

mum circumscribed circle or MCC) and the diameter of the largest circle enclosed in P
(maximum inscribed circle or MIC) [3].

A polygon P is called α-small if the side length of the enclosing square or respectively the
diameter of the enclosing circle is at most α. The minimum α-fat partition (or covering)
problem is finding a partition (or covering) with minimum cardinality such that every
subpolygon is α-fat. We have analog problems with α-smallness instead of α-fatness.

(a) (b)

Figure 1 Partition that is 1.5-fat with square-fatness (a) and 1.4-fat with disk-fatness (b).
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Worman showed that the minimum α-small partition problem as well as the covering
problem are NP-hard for polygons with holes [8]. Square-smallness was used for the reduction,
but with some adjustments the construction holds for disk-smallness as well [1]. In the
following results disk-smallness and -fatness was used. Damian and Pemmaraju showed that
the minimum α-small partition problem is polynomial-time solvable for simple polygons
and that a faster 2-approximation algorithm exists [3]. Additionally, the authors presented
an approximation algorithm for convex polygons. Damian proved that the minimum α-fat
partition problem can be solved in polynomial time for simple polygons and conjectured that
this problem is NP-hard for polygons with holes [2]. The min-fat partition problem is finding
the smallest α for which an α-fat partition exists. Solving the min-fat partition problem was
stated as an open problem by Damian [4].

This paper includes two main results. In section 2 consider the min-fat partition problem
using disk-fatness and present a polynomial-time algorithms for simple polygons. In section 3
we consider the minimum α-fat partition and covering problem and confirm the conjecture
that these problems are NP-hard for polygons with holes. This result is true for both
square- and disk-fatness. Because of the line constraints, we present only the reduction
for square-fatness. All missing proofs and results can be found in the full version of this
paper [1].

2 Min-fat partition problem for simple polygons

We extend the method of Damian [2] to solve the min-fat partition problem for simple
polygons while using the definition of disk-fatness. Our goal is to find a partition such that
the largest aspect ratio (AR) of any subpolygon is minimized. Note that the value of the
largest AR in this optimal partition equals the desired α in the min-fat partition problem.

Let P be a simple polygon, with vertices labeled from 1 to n counterclockwise. A diagonal
(i, j) is a line segment that connects two vertices i and j and does not intersect the outside of
P . Let G(P ) be the visibility graph of P consisting of the n vertices of P and m diagonals.
We define S as the set consisting of all vertices and edges of G(P ). For each diagonal (i, j)
with i < j, let Pi,j be the subpolygon with vertices {i, i+ 1, . . . , j} (see Fig. 2a). To solve
the min-fat partition problem, we compute an optimal partition Zi,j for each Pi,j . This
can be done iteratively. Let Q be the polygon in Zi,j adjacent to (i, j). Note that the
vertices of Q induce a path q from i to j in the visibility graph (see Fig. 2b) and we have
Zi,j =

⋃
(k,l)∈q Zk,l ∪Q. The idea is to find an optimal partition by computing the optimal

path q. We define edge weights w(i, j) as the value of am optimal partition Zi,j of Pi,j :

w(i, j) = max
P ′∈Zi,j

AR(P ′) = max{ max
(k,l)∈q

w(k, l), AR(Q)}

for AR(Q) = d(MCC)/d(MIC) being the ratio between the diameters d(·) of the minimum
circumscribed circle MCC and maximum inscribed circle MIC of Q. If j is equal to i+ 1,
the partition Zi,i+1 is empty and we set w(i, i+ 1) = 0. Otherwise, w(i, j) equals the value
of the largest AR in an min-fat partition of Pi,j .

However, the computation of w(i, j) presents the following problem: Finding the path
q and its correct edges requires knowledge about the resulting polygon Q and its aspect
ratio, which is obviously not available beforehand. Therefore, we compute paths on different
reduced graphs that ensure that the aspect ratio of each possible polygon is below a certain
value and then choose the best one. For this, we consider all pairs of circles (C, I) such
that the following properties hold: (i, j) lies completely inside of C and outside of I, I is
tangent to 3 elements in S, and C either touches 3 vertices of P or its diameter connects 2
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(a) Pi,j .
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i+ 1 j

q

(b) Polygon Q.

i
i+ 1 j

CI

(c) Graph G(C,I)
i,j .

Figure 2 In (a): Subpolygon Pi,j . In (b): Polygon Q (gray) in an optimal partition of Pi,j

induced by a path q (blue edges) in the visibility graph. In (c): Reduced visibility graph G(C,I)
i,j (fat

edges) for a pair of circles (C, I).

vertices. Note that for any subpolygon the pair (MCC,MIC) fulfills these properties. For
each (C, I), let G(C,I)

i,j be the subgraph of G(P ) consisting of edges that lie inside of Pi,j and
C and outside of I (see Fig. 2c).

We can compute the weights w(i, j) by using dynamic programming with increasing
values of j − i. For each pair of circles (C, I), we compute a corresponding weight W (C, I)
and use those values to determine an edge weight w′(i, j) as follows:

w′(i, j) = minW (C, I) = min min
q∈G

(C,I)
i,j

max{ max
(k,l)∈q

w′(i, j), d(C)/d(I)}.

The weights of all edges except for (i, j) have already been computed. We search in G(C,I)
i,j

for the path q such that the value max{max(k,l)∈q w
′(k, l), d(C)/d(I)} is minimized. We

denote this optimal value as W (C, I). Over all possible combinations of circles, we search for
the pair (C, I) with minimum W (C, I) and set w′(i, j) = W (C, I). We can show by induction
that w′(i, j) is actually equal to the largest aspect ratio in the corresponding partition and
that this partition is indeed optimal and thus w′(i, j) = w(i, j).

I Lemma 2.1. For an edge (i, j) in the visibility graph G(P ) with j 6= i+1, let w′(i, j) be the
computed weight and Zi,j the corresponding partition. Then, w′(i, j) = maxP ′∈Zi,j AR(P ′).

I Lemma 2.2. The computed partition Zi,j is an optimal partition of Pi,j , meaning that the
largest aspect ratio of any subpolygon is minimized.

I Theorem 2.3. For a simple polygon P , the min-fat partition problem using disk-fatness
can be solved in time O(n3m5 logn) with n being the number of vertices of P and m being
the number of edges in the visibility graph G(P ).

Proof. First, we have to compute the visibility graph of P which takes O(n+m) time. For
every edge (i, j) in the visibility graph, we determine an optimal partition Zi,j by computing
the optimal weight w(i, j). For each (i, j), we consider pairs of circles (C, I). There are
O(n3) circles C and O(m3) circles I to consider. Computing the optimal path in G(C,I)

i,j can
be done by an adjusted version of Dijkstra’s Algorithm and therefore takes O(m logn) time.
Thus, the overall runtime of the algorithm is O(n3m5 logn). J
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3 Minimum α-fat decomposition problems for polygons with holes

We show that given a polygon with holes, it is NP-complete to decide whether there exists an
α-fat partition or covering with a given number of components. Similarily to Worman [8], we
show its NP-hardness by a reduction from planar 3,4-SAT. This is the problem of deciding if
a boolean formula φ is satisfiable under the following 3 restrictions: In conjunctive normal
form φ has exactly 3 literals per clause, each literal appears in at most 4 clauses, and the
graph G(φ) = (V,E) with V = U ∪ C and E = {(u, c) |u ∈ U, c ∈ C, u or ū is a literal in c},
where U are the literals and C the clauses, is planar.

We construct a polygon representing the graph G(φ) that has an α-fat partition of size
k if and only if φ is satisfiable. We determine the value k during this construction. Our
construction uses a fixed value of α and consists of 3 different polygon components: variable,
wire and clause polygons. In contrast to the related reduction of Worman, the constructions
differ depending on the definition of fatness that is applied. Here, we present the method for
square-fatness, the one for disk-fatness can be found in the full version [1].

We set α = 1.2. All polygon components have a width of at most 5, thus the side length
of the enclosing squares cannot exceed 6. The variable polygon is shown in Figure 3a. It
has four terminals at which wires can be connected. With the given α, this polygon can
be minimally partitioned with 8 subpolygons in two ways (see Fig. 3b). These partitions
represent the True and False assignment that will be carried to the corresponding clauses.

Each wire consists of a set of individual wire polygons that are connected with each other
(as depicted in Figure 4) to carry the variable assignment to the clause polygon. The wires
can be attached at the terminals in two possible orientations (see Fig. 5) depending on
whether the variable appears in the clause negated or unnegated. If the wire is connected in
the unnegated orientation and the variable is set to True, the green polygon in Figure 5a
can cover the top part of the wire as well, but this is not the case if the variable is set to
False. The reverse is true if the wire is connected in the negated orientation. If a wire is
partitioned in this way (unnegated position and True assignment or negated position and
False assignment), we say that it carries True.

1 2

34

(a)
(b)

Figure 3 The variable polygon with four terminals indicated by 1, 2, 3, 4 in blue (a) and its
minimal 1.2-fat partitions representing the True (green) and False (red) assignment (b).
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(a) (b) (c)

Figure 4 A single wire polygon (a), its two partitions that represent the True (green) or False
(red) assignment (b), and two connected wire polygons (c).

0.9

(a) True assignment of variable.

0.9

(b) False assignment of variable.

Figure 5 Attaching a wire to the variable in unnegated orientation (on bottom right terminal)
and in negated orientation (on bottom left terminal) which switches the True/False value.

The variable assignment is carried to the clause polygon (see Fig. 6). For each of the
three variables contained in the clause, this polygon has one terminal where the wires will
be attached. Depending on the values these wires carry, a different number of polygons is
needed to partition the clause polygon into 1.2-fat components. If some wire carries True
(see Fig. 7a and 7b), the tip of the connected terminal (gray) is already covered and center
part of the clause polygon (dark green) can be covered as well. If more than one wire carries
True either one of the corresponding polygons (light green) can cover the center. In either
case, the partition requires exactly four polygons. If all wires carry False (see Fig. 7c), the
a part of the center (red area) cannot be covered by any of the bigger polygons (light red)
and thus five polygons are needed to partition the clause polygon.

The whole polygon representing G(φ) is constructed based on a planar orthogonal grid
drawing of G(φ). That is a planar embedding of the graph such that every vertex is located at
an integer grid point, the edges are non-overlapping, and every edge is a chain of orthogonal
lines that bend at integer grid points. A schematic example for the placement of variable
and clause polygons on the vertices of the drawing can be seen in Figure 8. To construct
the edges, the wires have to be bend, shifted or offset. This is achieved by the constructions
presented in Figure 9. The drawing of G(φ) is scaled to accommodate the size of the variable
and clause polygons as well as the needed adjustments of the wire polygons.

EuroCG’21
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1

23

0.5

0.50.5

Figure 6 The clause polygon with three terminals indicated by 1, 2, 3 in blue.

(a) True, False, False (b) True, True, True (c) False, False, False

Figure 7 Partition of the clause polygon depending on different assignments that are transmitted
by the wires (True green edges, False red edges).

Figure 8 Placement of 5 variable and 3 clause polygons on a planar orthogonal grid drawing.
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(a) (b) (c)

Figure 9 Bending (a), shifting (b) and offsetting (c) a wire that carries True (green edges) or
False (red edges).

As we consider the decision problem, the number k of allowed subpolygons is fixed. We
have k = 8v + 4c+ w where v is the number of variables, c the number of clauses and w the
number of wire polygons needed in the construction. Bending, shifting and offsetting a wire
counts as 3, 2, and 5 wire polygons, respectively.

I Theorem 3.1. Deciding the α-fat partition problem is NP-complete for polygons with holes
if square-fatness is applied.

Note that we can find a minimum 1.2-fat covering with the same number of components
as the minimum partition and that the constructed polygon is orthogonal. Thus, the result
remains true for the corresponding covering problem and also for orthogonal polygons with
holes. However, the presented construction does not work for disk-fatness: If α is set to the
smallest aspect ratio needed such that all components in the construction are still feasible,
other subpolygons become feasible, and the transmission of True/False values would no
longer be consistent. We can adjust the construction for disk-fatness, but this adjusted
construction in turn does not work for square-fatness anymore [1].

4 Conclusion

We presented a polynomial-time algorithm for the min-fat partition problem for simple
polygons. Furthermore, we proved that it is NP-complete to decide the α-fat partition
problem and covering problem for polygons with holes. Both results are true for disk-fatness
and the latter also holds for square-fatness. It remains open whether the minimum α-fat or
min-fat covering problem is solvable for simple polygons. Moreover, there are no results for
any related fat decomposition problems that allow Steiner points yet.
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Abstract
Let M be an r × c table with each cell weighted by a nonzero positive number. A StreamTable
visualization of M represents the columns as non-overlapping vertical streams and the rows as
horizontal stripes such that the area of intersection between a column and a row is equal to the
weight of the corresponding cell. To avoid large wiggle of the streams, it is desirable to keep
the consecutive cells in a stream to be adjacent. Let B be the smallest axis-aligned bounding
box containing the StreamTable. Then the difference between the area of B and the sum of the
weights is referred to as the excess area.

We examine the complexity of optimizing various table aesthetics (minimizing excess area, or
maximizing cell adjacencies in streams) in a StreamTable visualization.

If the row permutation is fixed and the row heights are given as a part of the input, then we
provide an O(rc)-time algorithm that optimizes these aesthetics.
If the row permutation is fixed but the row heights can be chosen, then we discuss a tech-
nique to compute an aesthetic StreamTable by solving a quadratically constrained quadratic
program, followed by iterative improvements.
If row permutations can be chosen, then we show that it is NP-hard to find a row permutation
that optimizes the area or adjacency aesthetics.

1 Introduction

Proportional area charts and cartographic visualizations commonly map data value to area.
Table cartogram [4] is a brilliant way to visualize tables, where each table cell is mapped to
a convex quadrilateral with area equal to the cell’s weight. Furthermore, the visualization
preserves cell adjacencies and the quadrilaterals are packed together in a rectangle with no
empty space in between. However, since the cells in a table cartogram are represented with
convex quadrilaterals, neither the rows nor the columns remain axis aligned (e.g., see Figure
4 in [4]). This motivated us to look for solutions where the rows are represented with fixed
horizontal stripes and the cells are represented with axis aligned rectangles.

Streamgraphs are examples where the columns can be thought of as vertical stripes. Given
a set of variables, a streamgraph visualizes how the value changes over time by representing
each variable with an x-monotone flowing river-like stream. The width of the stream at a
timestamp is determined by the value of the variable at that time. Figure 1(a) illustrates
a streamgraph with five variables. Streamgraphs are often used to create infographics of
temporal data [2], e.g., box office revenues for movies [1], various statistics or demographics
of a population over time [7], etc.

In this paper, we introduce StreamTable that extends this idea of a streamgraph to
visualize tables or spreadsheets. We formally define a StreamTable as follows.

∗ Work is supported in part by the Natural Sciences and Engineering Research Council of Canada
(NSERC), and by two CFREF grants coordinated by GIFS and GIWS.
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Figure 1 (a) A streamgraph. (b) A table T . (c) A StreamTable for T . (d) A StreamTable
visualization with smooth streams.

StreamTable Let T be an r × c table with r rows and c ≥ 2 columns, where each cell is
weighted by a nonzero positive integer. A StreamTable visualization of T is a partition of
an axis-aligned rectangle R into r consecutive horizontal stripes that represent the rows
of T , where each stripe is further partitioned into rectangles to represent the cells of its
corresponding row. A column q of T is thus represented by a sequence of rectangles
corresponding to the cells of q. By a stream we refer to such a sequence of rectangles that
represents a column of T . Furthermore, a StreamTable must satisfy the following properties.
P1 The left side of the leftmost stream (resp., the right side of the rightmost stream) must

be aligned to the left side (resp., right side) of R.
P2 For each cell of T , the area of its corresponding rectangle in the StreamTable must be

equal to the cell’s weight.
Property P1 provides an aesthetic alignment with the row labels and a sense of total
visualization area. Property P2 provides an area proportional representation of the table cells.
Figure 1(b) illustrates a table and Figure 1(c) illustrates a corresponding StreamTable. The
stripes (rows) are shown in dotted lines and the partition of the stripes are shown in dashed
lines. Figure 1(d) illustrates an aesthetic visualization of the streams after smoothing the
corners. StreamTable computation can also be viewed as a variant of floorplanning [3, 10].

Note that a StreamTable may contain rectangular regions that do not correspond to
any cell. We refer to such regions as empty regions and the sum of the area of all empty
regions as the excess area. While computing a StreamTable, a natural optimization criteria
is to minimize this excess area. However, minimizing excess area may sometimes result
into disconnected streams, e.g., Figure 2(b) illustrates a StreamTable where the consecutive
rectangles for column c2 are not adjacent. If a pair of cells are consecutive in a column but
the corresponding rectangles are nonadjacent in the stream, then they split the stream. To
maintain the stream connectedness, it is desirable to minimize the number of such splits.
As illustrated in Figure 2(c)-(d), one may choose non-uniform row heights or reorder the
rows to optimize the aesthetics. Such reordering operations also appear in matrix reordering
problems [8] where the goal is to reveal clusters in matrix data.

Our Contribution. We explore StreamTable from a theoretical perspective and consider
the following two problems.

Problem 1 (StreamTable with no Split, Minimum Excess Area, and Fixed Row Ordering).
Given an r × c table T , can we compute a StreamTable for T in polynomial time with no
split and minimum excess area? Note that in this problem, the StreamTable must respect
the row ordering of T .
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Figure 2 (a) A table. (b) A StreamTable with no excess area and 2 splits. (c) A StreamTable
with non-uniform row heights, non-zero excess area, but no split. (d) A StreamTable with no excess
area and 1 split, which is obtained by reordering the rows.

While Problem 1 remains open, if the input additionally specifies a set {h1, . . . , hr} of
nonzero positive numbers to be chosen as row heights, then we can compute a StreamTable
with minimum excess area in O(rc) time. We show how to minimize the excess area further
by leveraging a quadratically constrained quadratic program, and then iteratively adjusting
the row heights. Since choosing a fixed row height helps to obtain a fast algorithm and
to compare the cell areas more accurately, we examined whether one can leverage the row
ordering to further improve the StreamTable aesthetics.

Problem 2 (Row-Permutable StreamTable with Uniform Row Heights). Given a table
T and a non-zero positive number δ > 0, can we compute a StreamTable in polynomial time
by setting δ as the row height, and minimizing the excess area (or, the number of splits)?
Note that in this problem, the row ordering can be chosen.

We show that Problem 2 is NP-hard. In particular, we show that computing a StreamTable
with no excess area and minimum number of split is NP-hard and similarly, computing a
StreamTable with no split and minimum excess area is NP-hard.

2 StreamTable (No Split, Min. Excess Area, Fixed Row Ordering)

In this section we compute StreamTables by respecting the row ordering of the input table.
We first explore the case when the row heights are given, and then the case when the row
heights can be chosen.

2.1 Fixed Row Heights
Let T be an r × c table and let {h1, . . . , hr} be a set of nonzero positive numbers to be
chosen as row heights. We now introduce some notation for the rectangles and streams in
the StreamTable. Let wi,j be the weight for the (i, j)th entry of T , where 1 ≤ i ≤ r and
1 ≤ j ≤ c, and let Ri,j be the rectangle with height hi and width (wi,j/hi,j). Let ai,j and
bi,j be the x-coordinates of the left and right side Ri,j .

We now show that a StreamTable R for T with no split and minimum excess area can be
constructed using a greedy algorithm G, as follows:

Step 1. Draw the rectangles Ri,1 of the first column such that they are left aligned.
Step 2. For each j < c, draw the jth stream by minimizing the sum of x-coordinates
ai,j , but ensuring that the stream remains connected.

EuroCG’21
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Step 3. Draw the rectangles Ri,c of the last column by minimizing the maximum
x-coordinate over bi,c, but ensuring that the rectangles are right aligned.

For every column j, let A(R, j) be the orthogonal polygonal chain determined by the left
side of Ri,j . Similarly, we define (resp., B(R, j)) for the right side of Ri,j . We now have the
following lemma.

I Lemma 2.1. G computes a StreamTable R with no split and minimum excess area.

Proof. We employ an induction on the number of columns. For an r × c table T with c = 2,
it is straightforward to verify the lemma. We now assume that the lemma holds for every
table with j columns where 1 ≤ j < c. Consider now a table with c columns and let R∗ be
an optimal StreamTable with no split and minimum excess area.

We first show that the first two streams of R∗ can be replaced with the corresponding
streams of R. To observe this first note that the stream for the first column must be drawn
left-aligned, and since the rectangle heights are given, the right side of the streams B(R, 1)
must coincide with B(R∗, 1). Consider now the left sides of the second streams. If A(R, 2)
does not coincide with A(R∗, 2), then there must be non-zero area between them. Let
A be an orthogonal polygonal chain constructed by taking the left envelope of these two
chains. In other words, for each row, we choose the part of the chain that have the minimum
x-coordinate. Since the streams for R and R∗ are connected, the stream determined by A
must be connected. Since the sum of x-coordinates is smaller for A, the polygonal chain
A(R, 2) must coincide with A. Thus the right side of the stream, i.e., the polygonal chain
B(R, 2), must remain to the left of B(R∗, 2).

We can now construct an r × (c− 1) table T ′ by treating the polygonal chain B(R, 2) as
B(R, 1). By induction, G provides a StreamTable R′ with no split and minimum excess area.
We can thus obtain the StreamTable R by replacing the first stream with the two streams
that were constructed using the greedy approach. J

We now have the following theorem. We omit the proof due to space constraints.

I Theorem 2.2. Given an r × c table T and a height for each row, a StreamTable R for T
with no split and minimum excess area can be computed in O(rc) time such that R respects
the row ordering of T .

We now show how to formulate a system of linear equations to compute a StreamTable
for T with no split and minimum excess area such that the height of the ith row is set to
hi, where 1 ≤ i ≤ r. This will be useful for the subsequent section. Let di,j be a variable
to model the adjacency between Ri,j and Ri+1,j , where 1 ≤ i ≤ r − 1 and 1 ≤ j ≤ c. We

minimize the excess area:
r∑

j=1

c−1∑
k=1

hj(aj,k+1 − bj,k), subject to the following constraints.

1. aj,1 = aj+1,1 and bj,c = bj+1,c, where j = 1, . . . , r−1. This ensures StreamTable property
P1.

2. bj,k − aj,k = (wj,k/hj), where j = 1, . . . , r and k = 1, . . . , c. This ensures property P2.
3. aj,k ≤ dj,k ≤ bj,k and aj+1,k ≤ dj,k ≤ bj+1,k, where 1 ≤ j ≤ r − 1 and 1 ≤ k ≤ c. This

ensures that there is no split in the streams.
Since h1, . . . , hr are fixed constants, the above system with the constraint that the variables
must be non-negative can be modeled as a linear program, e.g., see Figure 3 (left).
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2.2 Variable Row Heights
A straightforward solution in this case is to treat h1, . . . , hj as variables, which yields
a quadratically constrained quadratic program. Note that scaling down the height of a
StreamTable by some δ ∈ (0, 1] and scaling up the width by 1/δ do not change the excess
area. Therefore, a non-linear program solver may end up generating a final table with bad
aspect ratio. Hence we suggest to add another constraint: h1 + . . .+ hk = H, where H is
the desired height of the visualization. Figure 3 (right) illustrates an example where the
solution (not necessarily optimal) is computed using a non-linear program solver Gurobi [6],
and Figure 4 is obtained by smoothing the corners of the streams.
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Figure 3 StreamTables of a Winter Olympics dataset (left) using a linear program with row
height proportional to the row sum, and (right) using Gurobi with a fixed total height.
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Figure 4 An aesthetic StreamTable created by corner smoothing.
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We now show how a non-optimal StreamTable may be improved further by examining
each empty cell individually, while deciding whether that cell can be removed by shrinking
the height of the corresponding row. By Ei,j we denote the empty rectangle between the
rectangles Ri,j and Ri,j+1. We first refer the reader to Figure 5(a)–(b). Assume that we
want to decide whether the empty cell Ei,j(= E2,4) can be removed by scaling down the
height of the second row. The idea is to grow the rectangles to the left (resp., right) of Ei,j

towards the right (resp., left) respecting the adjacencies and area.

R2,4

R1,1 R1,2 R1,3 R1,4 R1,5

E2,2 E2,4

R2,3 R2,5

R3,4R3,1 R3,2R3,3 R3,5

(0,0)

Wc

(a)
(b)

(c)

E2,3

(Wc, 0)

Hn
R2,1

E2,1
Hc

R2,2

`2,1 e2,1 `2,2 e2,2 `2,3 `2,4 `2,5

Wc

(d)

Hn

`2,1 e2,1 `2,2 e2,2 `2,3 `2,4 `2,5

L

Hc

Figure 5 (a) A StreamTable with width Wc and height Hc. (b) Removal of the empty rectangle
E2,4 (c)–(d) Illustration for computing the new height Hn of the second row.

Now consider a rectangle Ri,k(= R2,2) before Ei,j(= E2,4). Let Gi,k be the rectangle
determined by the ith row with left and right sides coinciding with the left and right sides of
Ri,1 and Ri,k, respectively. Figure 5(a) shows G2,2 in a falling pattern. Let `i,k be the width
of Gi,k. Let Ai,k be the initial area of Gi,k, and our goal is to keep this area fixed as we scale
down the height of the ith row. The height of Gi,k is defined by f(`i,k) = Ai,k/`i,k. Since
the rectangles of the (i − 1)th and (i + 1)th rows do not move, f(`i,k) does not split the
(k+ 1)th stream as long as `i,k is upper bounded by the right sides of Ri−1,k+1 and Ri+1,k+1.
Figure 5(c) plots these functions, where Hc is the current height of the second row. The
height function for G2,2 is drawn in thick purple in the interval [`2,2,min{q1,3, q3,3}], where
q1,3 and q3,3 are the right sides of R1,3 and R3,3, respectively.

We construct such functions also for all the empty rectangles Ei,q, where 1 ≤ q < j.
These are labelled with ei,q. Finally, we construct these functions symmetrically for the
rectangles that appear after Ei,j . We then find a height Hn by determining the common
interval L where all these functions are valid individually (Figure 5(c)), and determining the
first intersection (if any) in this interval, as illustrated in Figure 5(d).

We iterate over the empty rectangles as long as we can find an empty rectangle to improve
the solution, or to a maximum number of iterations.

3 StreamTable (Uniform Row Heights, Variable Row Ordering)

We now show that computing StreamTables with no split (resp., minimum excess area) while
minimizing the excess area (resp., number of splits) by reordering the rows is NP-hard.
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I Theorem 3.1. Given a table T and a non-zero positive number δ > 0, it is NP-hard to
compute a StreamTable with no split and minimum excess area, where each row is of height δ
and the ordering of the rows can be chosen.

Proof. We reduce the NP-complete problem betweenness [9]. Given an instance S of
betweenness, we construct an r × (4c+ 1) table T and a positive integer δ such that there
exists a StreamTable for T with no split and excess area at most 15rc

12 if and only if S admits
a total order. We omit the details due to space constraints. J

I Theorem 3.2. Given a table T and a non-zero positive number δ > 0, it is NP-hard to
compute a StreamTable with zero excess area and minimum number of splits, where each row
is of height δ and the ordering of the rows can be chosen.

Proof. We reduce the NP-complete problem Hamiltonian path in a cubic graph [5]. Given
an instance G with n vertices and m edges, we construct an n×m table T and a positive
integer δ such that there exists a StreamTable for T with δ height for each row, zero excess
area, and at most 4(n− 1) splits, if and only if G admits a Hamiltonian path. We omit the
details due to space constraints. J
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Abstract
Abstract Voronoi-like diagrams were introduced by the authors in SoCG 2018 [4] serving as interme-
diate structures in a simple randomised incremental algorithm to perform site-deletion in abstract
Voronoi diagrams in expected linear time. The intermediate Voronoi-like structures depend on the
permutation order of the randomized algorithm and this complicates the time complexity analysis of
the incremental construction. In this abstract we present a method to perform the time-complexity
analysis, which can be of independent interest when analysing the expectation of order-dependent
structures.

Related Version arXiv:1803.05372v2

1 Introduction

We present the time complexity analysis of a simple randomized incremental algorithm,
which was described by the authors in [4] to perform deletion in abstract Voronoi diagrams
in expected linear time, and which also applies to other related Voronoi structures [5].
The technique uses Voronoi-like diagrams as intermediate structures, which are defined as
graphs on the arrangement of the underlying bisector system. These intermediate structures,
however, depend on the randomization order of the incremental algorithm and this complicates
the algorithm’s time complexity analysis. We present a strategy of how to perform this
analysis, which can be of independent interest when analyzing expectation in order-dependent
environments.

Backwards analysis [8] offers simple and elegant means to analyse a randomized incremen-
tal algorithm. It was first used by Chew [1] in a simple incremental technique to compute the
Voronoi diagram of points in convex position in expected linear time. Seidel [8] demonstrated
a variety of problems, whose time analysis can be performed in simple terms by backwards
analysis and since then it has become a standard in computational geometry, see, e.g., [2]
and references therein. He also pointed out a negative example of an order-dependent trian-
gulation where the standard arguments were not applicable. Similarly, standard arguments
are not easy to apply to our order-dependent Voronoi-like structures.

In [4], the cost of one insertion operation is expressed in terms of the resulting structure,
as typically done in backwards analysis. However, depending on the permutation order, at
any step i of the incremental algorithm, there can be a large number of different resulting
structures, which are defined on the same set of i objects, preventing the use of standard
arguments in deriving the expectation. In this paper, we give an alternative derivation. We
consider all possible permutations on i objects, and partition them into disjoint groups of i
permutations each. The i permutations within one group all have a different ith element,
while the order of the remaining elements is kept intact. We show that the step i of the

∗ Supported in part by the Swiss National Science Foundation, DACH project SNF-200021E_154387.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
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α

β γ

δ

ε

ζ

η

V(S)

ϑ

Figure 1 S = ∂VR(s, S) shown in black and V(S) = V(S \ {s}) ∩ VR(s, S) shown in red;
S = (α, β, γ, δ, ε, ζ, η, ϑ). (Reproduced from [4].)

algorithm on an entire group can be performed in total O(i) time. Since all permutations
are equally likely, we can derive that step i is performed in expected O(1) time. The method
gives a simple alternative to backwards analysis, applicable to both order-dependent and
order-independent structures.

We first review concepts of abstract Voronoi and Voronoi-like diagrams and the randomized
incremental construction of [4]. Then in Section 3, we give the strategy to perform the time
complexity analysis, and in Section 4 we outline its derivation.

2 Review of abstract Voronoi and Voronoi-like diagrams

Let S be a set of n abstract sites and let J = {J(p, q) : p 6= q ∈ S} be their underlying
bisector system, which is admissible, i.e., it satisfies the axioms of abstract Voronoi diagrams
for every subset S′ ⊆ S. That is, each bisector curve is an unbounded Jordan curve; each
Voronoi region is non-empty and connected; Voronoi regions cover the plane; and any two
bisectors intersect transversally and in a finite number of points [6].

The bisector J(p, q) of two sites p, q ∈ S is an unbounded Jordan curve that divides the
plane into two open domains: the dominance region of p, D(p, q), and the dominance region
of q, D(q, p). The Voronoi region of site p is

VR(p, S) =
⋂

q∈S\{p}
D(p, q).

The abstract Voronoi diagram of S is V(S) = R2 \⋃p∈S VR(p, S).
Without loss of generality, we restrict all computations within the domain DΓ enclosed

by a large closed curve Γ (e.g., a circle or rectangle) which encloses all intersections of the
bisector system. Each bisector crosses Γ twice and transversally.

Consider a Voronoi region VR(s, S) and let S denote the sequence of Voronoi edges along
∂VR(s, S), i.e., S = ∂VR(s, S) ∩DΓ. The arcs in S can be interpreted as sites that induce
the Voronoi diagram V(S) = V(S \ {s}) ∩VR(s, S) ∩DΓ, see Figure 1. We compute V(S) in
order to update the Voronoi diagram after deletion of the site s. V(S) is a tree, if VR(s, S)
is bounded, and a forest otherwise. Its regions may have multiple faces that belong to the
same site; in fact, S is a Davenport-Schinzel sequence of order 2.

Given S′ ⊆ S, we need a diagram that is related to S′. To this aim we use the notion of a
boundary curve on S′ and its Voronoi-like diagram. For any arc α ∈ S, let sα denote the site
in S such that α ⊆ J(s, sα). Consider the set Jp of all bisectors related to a site p ∈ S, i.e.,
the set of the bisectors J(p, ·).
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R(η,P)

β′

P
α

β γ
ε

Vl(P)

η

g

Figure 2 A boundary curve P on S′ ⊆ S and its Voronoi-like diagram Vl(P). S′ is shown in bold
and Vl(P) in red. The gray arc g is a Γ-arc, the blue arc β′ is an auxiliary arc, and the remaining
arcs are original. (Reproduced from [4].)

I Definition 2.1 ([4]). A path in the arrangement of all bisectors in Jp is called p-monotone,
if any two consecutive arcs α, β, with α ⊆ J(p, sα) and β ⊆ J(p, sβ), coincide locally around
their common endpoint v with the Voronoi edges of ∂VR(p, {p, sα, sβ}), incident to v.

I Definition 2.2 ([4]). A boundary curve P on a set of core arcs S′ ⊆ S is a closed s-monotone
path in the arrangement of Js ∪Γ that contains all arcs in S′. The part of the plane enclosed
by P is called its domain DP , see Figure 2.

A boundary curve consists of pieces of s-bisectors called boundary arcs, and pieces of Γ,
called Γ-arcs. The Γ-arcs serve as links to boundary arcs and they correspond to openings of
the domain DP to infinity. Among the boundary arcs, those that contain an arc of S′ are
called original and the others are called auxiliary. Original arcs are expanded versions of the
core arcs in S′. In Figure 2, core arcs are shown in bold.

Let S′ ⊆ S \ {s} denote the set of sites that, together with s, induce the bisectors of the
arcs in S′. Let JS′ = {J(p, q) ∈ J | p, q ∈ S′}. We consider the arrangement of JS′ ∪ Γ.

I Definition 2.3 ([4]). The Voronoi-like diagram of a boundary curve P on S′ ⊆ S is a plane
graph defined on the arrangement of bisectors JS′ that induces a subdivision on the domain
DP as follows (see Figure 2): (1) for each boundary arc α ∈ P there is exactly one distinct
face R(α,P), called the Voronoi-like region of α, whose boundary is an sα-monotone path in
JS′ ∪ Γ connecting the endpoints of α; and (2) the faces cover DP :

⋃
α∈P\ΓR(α,P) = DP .

The Voronoi-like diagram of P is Vl(P) = DP \
⋃
α∈P R(α,P).

Vl(P) is unique and its complexity is O(|P|), where |P| is the number of boundary arcs
in P [4].

The incremental construction. Any random permutation of the arcs in S, defines a series of
boundary curves Pi, i = 1, . . . , h, h = |S|, and a series of shrinking domains DPi , where P1 is
the boundary curve defined by a single core arc, and Ph = ∂(VR(s, S) ∩DΓ); Vl(Ph) = V(S)
[4]. The incremental algorithm is inspired by Chew [1] and works in two phases for a random
permutation of S o = (α1, . . . , αh). In phase 1, delete the arcs in S in the reverse order
o−1, while registering their neighboring arcs at the time of deletion. In phase 2, insert back
the arcs one by one in the order o, starting at P1 = ∂(D(s, sα1) ∩DΓ) and Vl(P1) = ∅. At
any step i, we compute Vl(Pi+1) from Vl(Pi) by inserting the core arc αi following an arc
insertion operation ⊕, which is detailed in [4]. The insertion point for αi is determined by
the recorded neighbors from phase 1, followed by a scan of any auxiliary arcs between them.
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β∗

P

Vl(P)

J(sβ , s)

R(β,Pβ)

Figure 3 Vl(Pβ) is derived from Vl(P) by inserting the region R(β,Pβ) [4].

The arc insertion operation ⊕. Given Vl(P) and β∗ ∈ S′, such that β∗ 6∈ P, we identify
the original arc β ∈ J(s, sβ)∩DP such that β ⊇ β∗, and insert it in P to obtain Pβ = P ⊕ β
and Vl(Pβ) = Vl(P)⊕ β. To derive Pβ we substitute the portion of P between the endpoints
of β, with β, see Figure 3. Then, a merge curve J(β) is computed, similarly to an ordinary
Voronoi diagram, which connects the endpoints of β and reveals the Voronoi-like region
R(β,Pβ), such that J(β) ∪ β = ∂R(β,Pβ). Updating the diagram, we obtain Vl(P) ⊕ β,
which turns out to be Vl(Pβ). The case analysis and correctness were established in [4]. The
time complexity is proportional to the complexity of J(β), plus some additional parameters
for scanning auxiliary arcs and for splitting Voronoi-like regions. For the purposes of this
paper, we ignore these additional parameters and we reduce the dependency of the time
complexity to |R(β,Pβ)|.

In summary, the simplified cost of the algorithm’s step i in this paper is assumed
|R(αi,Pi+1)|.

3 The time analysis strategy

Consider the decision tree T , which encodes all possible random choices that can be made
by our incremental algorithm on a set of h core arcs S, h = |S|, see Fig. 4. Any path in T
from the root to a leaf corresponds to one possible execution of the incremental construction.
At level-i, there are h!/(h− i)! nodes, and each node corresponds to a unique permutation
of i core arcs. The arity of each node is h − i corresponding to all possible choices of the
algorithm at this node. T has h! leaves and its root corresponds to the empty permutation.

Let Si ⊆ S be a subset of i core arcs. Si is associated with i! different nodes at level-i of
T , which are called the block of the set Si. Each node within a block is associated with a
boundary curve and its diagram. The boundary curves of different nodes in the same block
can vary considerably depending on the path, i.e., the permutation order, that leads to each

level i

α1 α2 α3 αh. . .

. . . . . . . . .
. . .

...

. . .

α4

Πi . . .G(oi)

T

α1α2 αhα1αh

α4...α`

{}

Figure 4 There are h!/(h− i)! nodes at level-i of the decision tree T , each corresponding to a
unique permutation of i core arcs. Level i is partitioned into groups of size i.
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node. T has
(
h
i

)
distinct such blocks at level i.

We use the following strategy: we partition each block of nodes at level-i into (i − 1)!
disjoint groups of i nodes each; for each group we show that the step i of our algorithm
requires total time O(i), for all the i permutations of the group.

Let oi = (α1, α2, . . . , αi) be an arbitrary permutation of Si. From oi we define a group
G = G(oi) of i permutations: for each 1 ≤ j < i, remove αj from its position in oi and
append it to the end of oi.

oi = (α1, α2, . . . , αj−1, αj , αj+1 . . . , αi−1, αi) (1)

oj = (α1, α2, . . . , αj−1, αj+1, . . . , αi−1, αi, αj ) (2)

Each permutation oj in G corresponds to a boundary curve Bj , 1 ≤ j ≤ i, which is
derived by arc insertion following the order in oj . Bi is the base boundary curve of the group
that is derived from oi. Figure 5 illustrates an example for i = 3.

The rule of equation (2) follows two principles: 1) each of the i elements in Si appears
in the ith position of exactly one permutation in each group; and 2) each permutation has
a minimal number of inversions with respect to oi. Property 1 is used to derive the time
complexity of step i on G by reducing it to the structural complexity of a resulting diagram.
Property 2 minimizes the differences between the resulting boundary curves. By combining
the two, we can reduce the time complexity of step i to the structural complexity of Vl(Bi).

Let T (i, oj) denote the time complexity of step i when inserting the last arc of permutation
oj in deriving Vl(Bj).
I Lemma 3.1. The time for step i on the entire group G = G(oi) is

T (i, G) =
∑

oj∈G
T (i, oj) = O(i)

After proving Lemma 3.1 it remains to argue that the partitioning of each block of i!
nodes (permutations) following the scheme of equation (2) is possible. The answer to this
question is provided by Levenshtein [7] and this was pointed out to us by Stefan Felsner [3].

I Lemma 3.2. Let Πi denote the block of all i! permutations of the set Si. There exists a
set F ⊂ Πi of (i− 1)! permutations such that Πi =

⋃̇
o∈FG(o).

Levenshtein calls this set F a code capable of correcting single deletions and proves that
these codes exist for all i ∈ N [7, Theorem 3.1]. Given Lemmata 3.1,3.2, we conclude:

I Theorem 3.3. The expected time complexity of step i of the randomized algorithm is O(1).

4 Proving Lemma 3.1

In this section we establish relations between the Voronoi-like diagrams of Bi and the rest
of the boundary curves Bj in G = G(oi), j < i, so that we can prove Lemma 3.1. Figure 5
illustrates an example of Bi, i = 3, and B1.

Bi
B1

γ
α

β

γ
α

β

α′

β′

(a) (b)

Figure 5 (a) Boundary curve Bi, oi = (γ, β, α). (b) Boundary curve B1, o1 = (β, α, γ).
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Diα1

α2

α3

α4

αi

Bj

B1

Bi

Si

Figure 6 Schematic differences between the boundary curves B1, . . . ,Bi.

B1 γ
α

β

α′

β′α̃

Figure 7 Let o1 = (β, α, γ) and oi = (γ, β, α); then α = sourcej(α′). Bi is shown in Fig. 5(a).

Let Di denote the domain of the base boundary curve Bi in G = G(oi), see Figure 6. The
boundary curves Bj , j < i, significantly overlap with Bi as they share the same set of core
arcs Si. However, they may also get in and out of the domain Di because their auxiliary
arcs need not be the same. Let inj = Bj ∩Di, and outj = Bj \Di, denote the portion of Bj
inside, and outside of Di, respectively.

I Observation 4.1. The boundary curve Bj , j 6= i, contains no auxiliary arcs of the core arc
αj and these are the only auxiliary arcs of Bi that do not also appear in Bj.

I Definition 4.2. Let α′ be an auxiliary arc in Bj and let α ∈ Si be a core arc of the same
site. We say that α′ is an auxiliary arc of α if there is an original arc α̃ ⊇ α ∪ α′, which
was created for the first time when inserting the core arc α during the construction of Bj ,
see Figure 7. The core arc α is called the source of α′ and is denoted as sourcej(α′). If α′
appears counterclockwise (resp. clockwise) from its source α on the underlying bisector then
α′ is called a ccw (resp. cw) auxiliary arc.

Let in+
j (resp. in−j ) include the ccw (resp. cw) auxiliary arcs of inj . In Figure 5, arcs α′

and β′ belong in in+
j for j = 1.

I Observation 4.3. Let α′ ∈ inj and let αk = sourcej(α′). Then, k > j, i.e., αk follows αj
in oi. Further, if α′ ∈ in+

j then (αk, αj , α′) appear ccw in Bj.

We define the set Nj of source arcs for each j.

Nj = {sourcej(α′) ∈ Si | α′ ∈ in+
j }.

Using Observation 4.3, we derive the following disjointness property. In contrast the sets
in+
j and in+

k , k 6= j, may have many common arcs.

I Lemma 4.4. Nj ∩Nk = ∅ for all k 6= j. Thus,
∑i
j=1 |Nj | = O(i).

Next, we point out the special structure of in+
j , which is shown in Figure 8.
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αk

α`

αj

α′β′,β′′, . . .

Bj

Figure 8 If α′, β′ ∈ in+
j , then j < k < `, and (αk, α`, αj , β′, α′) appear in ccw order on Bj .

I Observation 4.5. Let α′, β′ ∈ in+
j such that αk = sourcej(α′), α` = sourcej(β′), and

k < `. Then, j < k < `, and (αk, α`, αj , β′, α′) appear in ccw order in Bj . All auxiliary arcs
of α` appear before the auxiliary arcs of αk as we move on Bj counterclockwise from αj.

Next, we compare R(αj ,Bj) and R(αj ,Bi) and bound the differences in their adjacencies.
We observe that any common arcs to both Bj and Bi that have adjacent regions in Vl(Bi), the
same arcs must also have adjacent regions in Vl(Bj). We also use Observations 4.1 and 4.5.

I Lemma 4.6. |R(αj ,Bj)| ≤ 2|R(αj ,Bi)|+ |Nj |.

By Lemmata 4.6 and 4.4, we derive that
∑i
j=1 |R(αj ,Bj)| = O(i). This completes the

proof of Lemma 3.1 for the simplified time complexity formula of this abstract.

Acknowledgments. We thank Stefan Felsner for making the connection to the seemingly
unrelated result of Levenshtein [7] on perfect codes, which established the proof of Lemma 3.2.
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Abstract
We revisit the randomized incremental construction (RIC) of the Trapezoidal Search DAG (TSD)
for a set of n segments. It is well known that this point location structure has O(n+ k) expected
size and O(n lnn+ k) expected construction time, where k is the number of intersection points.

Our main result is an improved tail bound, with exponential decay, for the size of the TSD on
non-crossing segments (k = 0): There is a constant such that the probability for a TSD to exceed
its expected size by more than this factor is at most 1/en. This yields improved bounds on the TSD
construction and their maintenance. I.e. TSD construction takes with high probability O(n lnn)
time and TSD size can be made worst case O(n) with an expected rebuild cost of O(1).

1 Introduction

RIC is one of the most successful and influential paradigms in Computational Geometry.
The idea is to first permute all n input objects, uniformly at random, before inserting them,
one at a time, in an initially empty structure under this order. The theory developed for
history based RIC lead to a tail bound technique [13, 8] that holds as soon as the actual
geometric problem under consideration provides a certain boundedness property. To our
knowledge, the strongest tail bound to date is from Clarkson et al. [8, Corollary 26], which
states the following. Given a function M such that M(j) upper bounds the size of the
structure on j objects. If M(j)/j is non-decreasing, then, for all λ > 1, the probability
that the history size exceeds λM(n) is at most (e/λ)λ/e. This includes the TSD size for
non-crossing segments (k = 0). Assuming intersecting segments, Matoušek and Seidel [12]
show how to use an isoperimetric inequality for permutations to derive a tail bound of O(n−c),
given there are at least k ≥ Cn log15 n many intersections in the input (both constants c and
C depend on the deviation threshold λ). Mehlhorn et al. [13] show that the general approach
can yield a tail bound of at most 1/eΩ(k/n lnn), given there are at least k ≥ n lnn ln(3) n

intersections in the input. Recently, Sen [22] gave tail estimates for ‘conflict graph’ based
RICs (cf. Chapter 3.4 in [17]) using Freedman’s inequality for Martingales. The work also
shows a lower bound on tail estimates for the runtime, i.e. the total number of ‘conflict
graph’ modifications, for computing the trapezoidation of non-crossing segments that rules
out high probability tail bounds [22, Section 6]. In this variation of the RIC, not only one
endpoint per segment is maintained in conflict lists, but edges in a bipartite conflict graph,
over existing trapezoids and uninserted segments, that contain an edge if the geometric
objects intersect (see Appendix and Figure 4 in [22]). Hence this lower bound construction
does not translate to the TSD (i.e. history based RIC).

∗ Full paper: https://arxiv.org/abs/2101.04914
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Technique Size With Prob. ≥ Condition
Isoperimetric[12] O(k) 1−O(1/nc) k ≥ Cn log15 n

Hoeffding[13] O(k) 1− 1/eΩ(k/n lnn) k ≥ n lnn ln(3) n

Freedman[22] O(k) 1− 1/ek/nα(n) k ≥ n lnn
Hoeffding[8] O(n) 1− (e/λ)λ/e
Pairwise Events O(n) 1− 1/en

Table 1 Tail bounds for the history size of TSDs on n segments. k denotes the number of
intersection points and α(n) the inverse of Ackermann’s function.

We introduce a new and direct technique to analyze the size of the TSD that is based
on pairwise events and an inductive application of Chernoff’s method. Our main result is a
much sharper tail estimate for the TSD size of non-crossing segments (see Table 1). This
complements the known high probability bound for the point location cost and shows that
the TSD has, with very high probability, size O(j) after every insertion step j.

2 Recap: Trapezoidal Search DAGs

Let S be a set of n segments in the plane. We identify the permutations over S with the
set of bijective mappings to {1, . . . , n}, i.e. P(S) = {π : S → {1, . . . , n} | π bijective}. The
integer π(s) is called the priority of the segment s.

An implicit, infinitesimal shear transformation allows to assume, without loss of generality,
that all distinct endpoints have different x-coordinates (e.g. Chapter 6.3 in [9]). Trapezoida-
tion T (S) is defined by emitting two vertical rays (in negative and positive y-direction) from
each end or intersection point until the ray meets the first segment or the bounding rectangle
(see Figure 1). To simplify presentation, we also implicitly move common endpoints infinites-
imal along their segment, towards their interior. This gives that non-crossing segments have
no points in common, though there may exist some spatially empty trapezoids in T (S). We
identify T (S) with the set of faces in this decomposition of the plane. Elements in T (S) are
trapezoidal regions that have a boundary that is defined by at most four segments of S (see
Figure 1). Note that boundaries of the trapezoids in T (S) are solely determined by the set
of segments S, irrespective of the permutation. We will need the following notations. Let
γ > 1 be the smallest constant1 such that |T (S)| ≤ γn holds for any S that is sufficiently
large. For a segment s ∈ S, let f(s, S) = {∆ ∈ T (S) : ∆ is bounded by s} denote the set of
faces that are bounded by s (i.e. top, bottom, left, or right). Let si = π−1(i) be the priority
i segment and let S≤k = {s1, . . . , sk}.

The expected size of the TSD is typically analyzed by considering
∑n
j=1Dj where the

random variable Dj := |f(sj , S≤j)| denotes the number of faces that are created by inserting
sj into trapezoidation T (S≤j−1), equivalently that are removed by deleting sj from T (S≤j)
(see Figure 2). Classic Backward Analysis [9, p. 136] in this context is the following argument.
Let S′ ⊆ S be a fixed subset of j segments, then

E
P(S)

[
Dj

∣∣∣S≤j = S′
]

= 1
j

∑

s∈S′

∑

∆∈T (S′)

χ
(
∆ ∈ f(s, S′)

)
≤ 4γj

j
,

where the binary indicator variable χ(∆ ∈ f(s, S′)) is 1 iff the trapezoid ∆ is bounded by
segment s. The equality is due to that every segment in S′ is equally likely to be picked

1 See, e.g., Lemma 6.2 in [9] that shows |T (S)| ≤ 3|S|+ 1 for non-crossing segments.
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Figure 1 Trapezoidations over the segments S = {a = (a.l, a.r), b = (b.l, b.r), c = (c.l, c.r), d =
(d.l, d.r)} where c.l = d.l is a common endpoint. T ({a}), T ({a, b}), T ({a, b, c}), and T ({a, b, c, d})
have 4, 7, 10, and 13 faces respectively (cf. leaves in Figure 2).
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Figure 2 TSD for the history of trapezoidations under permutation π =
(
a b c d
1 2 3 4

)
from Fig-

ure 1. TSD node v corresponds to the trapezoid ∆(v), which has the boundaries top(∆(v)) = c,
bottom(∆(v)) = b, left(∆(v)) = a.r, and right(∆(v)) = b.r and the spatially empty ∆(u) is due to
common endpoint left(∆(u)) = c.l = d.l = right(∆(u)). Path with heavy line width is not a search
path, since d.r is left of a.r.
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X(π) = 1
1 1
0 0 1

D1 = 4
A2 = {a} N2 = {} D2 = 5
A3 = {a, b} N3 = {} D3 = 6
A4 = {c} N4 = {a, b} D4 = 4

Table 2 Outcome of the pairwise events and the partitions for segments S = {a, b, c, d} and order
π from Figures 1 and 2.

for sj . Since the bound on the value of the conditional expectation does not depend on the
actual set S′, we have E[Dj ] ≤ 4γ unconditionally for each step j. Since the destruction of a
face (of a leaf node) creates at most three search nodes, linearity of expectations gives that
the expected number of TSD nodes is at most 12γn.

3 A tail bound using Pairwise Events

We define for each 1 ≤ i < j ≤ n an event, i.e. a binary random variable, Xi,j : P(S)→ {0, 1}
by setting

Xi,j =
{

1 if f(sj , S≤j) contains a trapezoid bounded by si
0 otherwise

.

To simplify presentation, we place the events in a lower triangle matrix and call the set
r(j) := {Xi,j : 1 ≤ i < j} the events of row j and the set c(i) := {Xi,j : i < j ≤ n} the
events of column i.

Imagine that the random permutation is built backwards, i.e. by successively choosing
one of the remaining elements uniformly at random to assign the largest available priority
value. For every step j at least one of the row events occurs, i.e. 0 <

∑
i<j Xi,j < j, since at

least one trapezoid is destroyed in step j and the exact probability of the events r(j) depends
on the geometry of the segments S≤j .

Consider the events in row j. Conditioned that the random permutation starts with
S′ = S \ {sj+1, . . . , sn}, the experiment chooses s ∈ S′ uniformly at random and assigns
the priority value j to it. Clearly the number of occurring (row) events depends on which
segment of S′ is picked as sj , as this determines the value f(sj , S′). Note that the choice of
sj also fixes a partition of S′ = {sj}∪A∪N into those segments that are and aren’t adjacent
to sj , the sets A and N respectively. This defines a partition S≤j = {sj} ∪Aj ∪Nj in every
backward step j. Eventually si is picked from S≤i, which determines the outcomes of all
column events c(i). I.e. when si is picked from S≤i, the objects in the set are multi colored
(Aj or Nj for each j > i) and Xi,j occurs if and only if the pick has the respective color Aj .

This shows for the event probability that

E[Xi,j |si+1, . . . , sn] = E[Xi,j |Y, si+1, . . . , sn] (1)

for every Y ∈ c(i′) with i′ > i. See Table 2 for an example.
Moreover, we have, for every t > 0, the two equations

E[
∏

j>1
exp(tX1,j)|s2, . . . , sn] =

∏

j>1
E[exp(tX1,j)|s2, . . . , sn] (2)

E[
∏

j>i

exp(tXi,j)|si, . . . , sn] =
∏

j>i

E[exp(tXi,j)|si, . . . , sn] , (3)
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where (si, . . . , sn) denotes the conditioning of the random permutations on this suffix. Note
that for a set of events {Bi} that are either certain or impossible, i.e. E[Bi] = Pr[Bi] ∈
{0, 1}, we have that the outcome of each event is identical to its probability and thus
E[
∏
i exp(tBi)] =

∏
i exp(tE[Bi]) =

∏
i E[exp(tBi)].

There is a close relation between the row events r(j) and the random variable Dj .

I Lemma 3.1. Let S be a set of non-crossing segments. For every π ∈ P(S) and j ≥ 2, we
have Dj(π)/6 ≤∑i<j Xi,j(π) ≤ 3Dj(π).

Proof. Let S′ := S≤j(π) be the segments with priority at most j in π. Clearly every trapezoid
that is incident to sj is bounded by at most three other segments, which gives the upper
bound. For the lower bound, we first count those trapezoids of f(sj , S′) that have sj as top
or bottom boundary. Let P be the set of endpoints that define the vertical boundaries of
these trapezoids, excluding the endpoints of sj = (ql, qr). Partition P into points P+ above
and P− below sj , which blocks their vertical rays in trapezoidation T (S′). Consider the two
sets P+ and P− sorted by their x-coordinates. Between the endpoints of sj , the vertical
boundaries of points in P+ can define at most |P+|+ 1 trapezoids. Hence f(sj , S′) contains
at most |P |+ 2 trapezoids that have sj on their top or bottom boundary. The remaining
trapezoids of f(sj , S′) are either bounded by ql or by qr. There is at most one trapezoid in
T (S′) that has endpoint ql as right vertical boundary but not sj as bottom or top segment.
The argument for qr is symmetric.

Putting the bounds for all cases of trapezoids in f(sj , S′) together and using that
|P | ≤ 2

∑
i<j Xi,j(π), we have

Dj(π) ≤ (2 + |P |) + 2 ≤
(

2 + 2
∑

i<j

Xi,j(π)
)

+ 2 ≤ 6
∑

i<j

Xi,j(π) .

In the last step we used the fact that 1 ≤∑i<j Xi,j(π). J

Hence
∑
j Dj(π)/6 ≤∑i,j Xi,j(π) ≤ 3

∑
j Dj(π) holds for every permutation π ∈ P(S). This

also gives, for every j, the bounds on the expected values

E [Dj ] /6 ≤ E
[∑

i<j

Xi,j

]
≤ 3E [Dj ] ≤ 12γ ,

and thus E[
∑
i,j Xi,j ] ≤ 12γn.

Furthermore, consider the isolated event Xi,j in row j. Since the element si is picked
uniformly at random from the set S<j , we have that its event probability is within the range

1/6
j − 1 ≤ E[Xi,j ] ≤

12γ
j − 1 . (4)

Hence the events have roughly Harmonic distribution, i.e. up to bounded multiplicative
distortions.

We find it noteworthy that our technique completely captures, with only one lemma,
the entire nature of the geometric problem within these constant distortion factors of the
pairwise events. However, due to the nature of the incremental selection process, there is a
strong dependence between the events in r(j), e.g. between Xi,j and {Xi+1,j , . . . , Xj−1,j}.
We circumnavigate this obstacle using conditional expectations in the proof of our tail bound.

I Theorem 3.2. There is a constant λ > 1 such that, for every set S of n non-crossing
segments, we have Pr[

∑n
j=2

∑j−1
i=1 Xi,j > λn] < 1/en .

EuroCG’21
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Proof. For the Chernoff Method, set t := ln 2 and B := 12γ+1
ln 2 n. To leverage Equation (2) and

(3) for our events, we regroup the summation terms by column index. Let Ci :=
∑
Y ∈c(i) Y

for each 1 ≤ i < n. For Pr[
∑
i<n Ci > B], Markov’s inequality gives that

Pr
[

exp
(
t
∑

i<n

Ci
)
> etB

]
≤ E

[
exp

(
t
∑

i<n

Ci
)]
/etB , (5)

where exp(x) = ex. Defining Qi := exp(tC1 + . . . + tCi), we will show by induction that
E[Qn−1|sn] ≤ exp(E[

∑
i<n Ci|sn]) for each sn ∈ S. The conditioning (si, . . . , sn) denotes

that the permutations P(S) are restricted to those that have this suffix of elements.
For i = 1 and each suffix condition (s2, . . . , sn), we have

E[Q1|s2, . . . , sn] = E[
n∏

j=2
etX1,j |s2, . . . , sn]

=
n∏

j=2
E[etX1,j |s2, . . . , sn]

=
n∏

j=2

(
(1− E[X1,j |s2, . . . , sn])e0 + E[X1,j |s2, . . . , sn]et

)

=
n∏

j=2

(
1 + (et − 1)︸ ︷︷ ︸

=1

E[X1,j |s2, . . . , sn]
)

≤ exp
(
E[

n∑

j=2
X1,j |s2, . . . , sn]

)
= exp

(
E[C1|s2, . . . , sn]

)
,

where the second equality is due to Equation (2) under the given suffix conditioning. The
third equality is due to the definition of expected values, the fourth due to the distributive
law, and the fifth equality due to our choice of t. The inequality is due to 1 + x ≤ ex.

For i > 1 and each condition (si+1, . . . , sn), let S′ = S \ {si+1, . . . , sn} and we have

E
[
Qi

∣∣∣si+1, . . . , sn

]

=1
i

∑

si∈S′
E
[
Qi−1 · etCi

∣∣∣si, si+1, . . . , sn

]

=1
i

∑

si∈S′
E
[
E[Qi−1|c(i), si, . . . , sn]︸ ︷︷ ︸

= E[Qi−1|si, . . . , sn]

etCi

∣∣∣si, . . . , sn
]

≤1
i

∑

si∈S′

exp(E[C1 + . . .+ Ci−1|si, . . . , sn] · E[etCi |si, . . . , sn]︸ ︷︷ ︸
≤exp(E[Ci|si, . . . , sn])

≤1
i

∑

si∈S′

exp(E[C1 + . . .+ Ci|si, . . . , sn]

= exp(E[C1 + . . .+ Ci|si+1, . . . , sn]).

The first equality is due to that every element of S′ is equally likely to be picked for si.
The second equality is due to the ‘law of total expectation’. The third equality is due to a
property of our events, see Equation (1). The resulting terms are bounded by the induction
hypothesis and analogously to the case i = 1, but using Equation (3) for the events c(i)
instead. This concludes the induction.
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Since E[Qn−1] = 1
n

∑
sn∈S E[Qn−1|sn], we have that E[Qn−1] ≤ exp

(
E[
∑
i<n Ci]

)
. Now

we change the summation order back to rows first to use E[
∑
j≥2

∑
i<j Xi,j ] ≤ 12γn from

Lemma 3.1.
Hence (5) gives an exponentially decaying tail bound of e−n. J

This complements the known high probability bound for the point location cost2 and
shows that the TSD has, with very high probability, size O(j) after every insertion step j.
Since the RIC time for the TSD solely entails point location costs and search node creations,
we have shown the following statements.

I Corollary 3.3. RIC of a TSD for n non-crossing segments takes w.h.p. O(n lnn) time.

I Corollary 3.4. The TSD size, for n non-crossing segments, can be made O(n) with ‘rebuild
if too large’ by merely increasing the expected construction time by an additive constant.
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1 Introduction

We introduce portalgons, collections of polygons with some edges identified, as an abstract
generalization of simple polygons, polygons with holes, polyhedral surfaces, and even ruled
surfaces. We are interested in understanding shortest paths in portalgons. To the best of
our knowledge, this is a rather unexplored concept which, though it has been long adopted
into popular culture [3, 5, 11], has only been studied from a computational point of view in
the context of annular ray shooting by Erickson and Nayyeri [6]. The concept of portalgons
is related to the topological representation of surfaces by polygons with edges identified
(see, e.g., [9, Chapter 6]). Shortest paths have been studied in many different geometric
settings, such as simple polygons, polygonal domains, terrains, surfaces, and polyhedra (see,
e.g., [1, 2, 7, 8]; refer to [10] for a comprehensive survey).

Portalgons. We define a portalgon P to be a tuple (F , P ), where F is a collection of
polygons, called fragments, and P is a collection of portals. We assume that all fragments in
F are simple polygons.1 A portal is a pair (e, ê) of directed, equal length, edges from some
fragments (possibly the same) of F . We refer to e and ê as portal edges. In particular, ê is
the twin of e, and vice versa. See Fig. 1. If p is a point on a portal edge e, then p̂ will denote
the corresponding point on ê. More precisely, let e = −→uv and ê = −→wz be a portal, where u, v
are vertices of the fragment containing e and w, z are vertices of the fragments containing ê.
If p = λu+ (1− λ)v, for some λ ∈ (0, 1), then p̂ = λw + (1− λ)z.2

Let n be the total number of vertices in (the fragments of) P, and let m be the number
of portal edges. We will require that no edge is part of multiple portals, and thus the number

1 It will be clear later that this does not restrict the problem, since any non-simple fragment can be
represented by a collection of simple fragments by using additional portals.

2 If a vertex is incident to two portal edges then the vertex twin might not be unique—in this case a set
of points of any cardinality might be identified.

e

ê p̂

p e

ê p̂

p

s

t

p=p̂s

t
Σ

Figure 1 Left: A portalgon consisting of one fragment with one portal (and two portal edges, e
and ê). Points p and p̂ are identified as twins. Middle: the shortest path from s to t (dashed) goes
through the portal. Right: the surface Σ associated to this portalgon is a cylinder.
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s

t

Figure 2 The complexity of the shortest path between s and t is independent of n and m.

of portals is m/2. Furthermore note that m ≤ n. We denote the number of vertices and the
number of portal edges in a fragment F ∈ F by nF and mF , respectively.

We assume that for any portal (e, ê) the portal edges have opposite orientations, i.e., the
interior of the fragment containing e lies to the right of e and the interior of the fragment
containing ê lies to the left of ê. As a result, the portalgon P describes an orientable surface
(2-manifold with boundary) Σ, see Fig. 1(right). Specifically, Σ is the space obtained from P
by taking the collection F and identifying corresponding pairs of points on portal edges (i.e.,
p with p̂, for each p in a portal edge). Note that Σ does not necessarily have a non-intersecting
embedding in 3-space. Any point p in Σ maps to a point or a set of identified points in P
(the latter happens when p maps to a point on a portal edge). With some abuse of notation
we may therefore write P to mean Σ when it causes no confusion.

Shortest paths. Let π(p, q) denote a geodesic shortest path on Σ connecting p to q. The
length of this path is the (geodesic) distance between p and q. A path π(p, q) uniquely
corresponds to an alternating sequence p = v0, s0, v1, s1, .., sk, vk+1 = q of points and maximal
open-ended segments. In particular, any point vi, with i ∈ 1, .., k, is either a portalgon vertex
or a point on a portal edge, and any segment si is a straight line segment that connects two
such points vi and vi+1 and is completely contained in a single fragment of P . We define the
complexity of the path as the length of this sequence, i.e., 2k + 3.3

In this work we are interested in understanding shortest paths in portalgons. As seen in
the simple example of Fig. 1, a shortest path can go through one or multiple portals. More
interestingly, it can go through the same portal multiple times, as shown in Fig 2. In that
example, the complexity of π(s, t) can be increased arbitrarily by moving the bottom segment
horizontally towards the right. This shows that the complexity of a shortest path may not
be bounded by any function of n and m, in which case we will say that it is unbounded. This
fact was already observed in [6], where it is shown that such a path can be computed in
O(n+ log k) time, where k is the number of times the shortest path goes through the portal.

In this paper we would like to understand the conditions that can make a portalgon have
high complexity shortest paths, and how to prevent it. It is interesting to note that the
increase in the complexity of π(s, t) in the example above requires to make the fragment
thin and very wide. This may suggest that bounding the aspect ratio of fragments may be
enough to obtain constant-complexity paths. However, that is not the case. In the example
in Fig. 3, with three fragments and three portals, π(s, t) can be made to cross the triangular

3 We use this, arguably somewhat complicated, definition of complexity of a path to avoid counting
“singleton points”; when a path π(p, q) passes through a portal then intuitively this portal splits π(p, q)
into two parts, one part ending at a point v, and the other part starting at point v̂. However, if v is an
endpoint of the portal, there may be multiple copies of v, all of which lie on π(p, q). However, π(p, q)
“continues” only through one these endpoints. Hence, we want to avoid counting these other points as
part of the complexity of π(p, q).
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t

Figure 3 The shortest path from s to t can go through the left (triangular) fragment an unbounded
number of times, even though the fragment is fat. (The depicted path is shown schematically.)

≡≡≡≡

Figure 4 Five equivalent portalgons, with the shortest path between (the same) two points.

fragment as many times as desired—i.e., a number of times linear in n—even though that
fragment is fat [4]. To that end, the distance to the green “helper” portal has to be made
shorter than depicted, arbitrarily close to 0. Then the shortest path between s and t would
be as in the figure, crossing the fat fragment from blue to red twice. We can repeat the
construction in the figure, adding more helper portals, but each time we have to zoom in,
leading to exponential scale.

Contributions. In this work we study shortest paths in portalgons to understand when
they can be unbounded, and how that can be avoided. We will show that if a portalgon with
only one portal contains an unbounded shortest path, there is always an equivalent portalgon
with the property that all shortest paths have a complexity which can be expressed as a
function of n and m. We also study the computational problem of finding such an equivalent
portalgon: under some conditions (when the portal edges are parallel and we are allowed the
use of the floor operation) this can be done in linear time, but in general, the time required
may be unbounded in n and m.

2 Portalgons and happiness

In this section we formalize several concepts that will be useful to understand portalgons.

Equivalent portalgons. Given a portalgon P , there are many other portalgons that describe
the same underlying space Σ. For instance, we can always cut a fragment into two smaller
fragments by transforming a chord of the fragment into a portal, or, assuming this does not
cause any overlap, we can glue two fragments along a portal, see Fig. 4. More formally, two
portalgons P and Q are equivalent, denoted P ≡ Q, when for any pair of points s, t ∈ P the
distance between them is the same in both, or in other words, when there is an isometry
between them.

Happiness. Our ultimate goal will be to find, for a given input portalgon, an equivalent
portalgon such that all its shortest paths have bounded complexity. To this end, we introduce
the notion of a happy portalgon, and more specifically a happy fragment of a portalgon.

EuroCG’21
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≡ ≡

Figure 5 Left: a fragment with two parallel edges and ∆ 6= 0. Center: result of cutting the
fragment along a perpendicular ray, resulting in a new fragment with several portals, which is
equivalent to a fragment with one portal and ∆ = 0 (right).

Let P = (F , P ) be a portalgon, let χ be a path in P, and let F ∈ F be a fragment in
F . We define c(X) as the number of connected components in X. The happiness H(F )
of fragment F is defined as H(F ) = maxp,q∈P c(F ∩ π(p, q)). The happiness of P is then
defined as H(P) = maxF ∈F H(F ). We say that a portalgon is h-happy when H(P) ≤ h.

Note that in an h-happy portalgon, a shortest path crosses every portal at most h times.
Therefore, if P is an h-happy portalgon with n vertices and m portals, the shortest path
between any two points s and t in P, π(s, t), has complexity O(n+ hm).

The remainder of this work is devoted to exploring whether any portalgon can be
transformed into an equivalent one that is O(1)-happy, something that we believe to be true.

I Conjecture (Universal Happiness). Let P be a portalgon with n vertices. There exists a
portalgon P ′ ≡ P with O(n) vertices that is O(1)-happy.

3 Making portalgons happy

In this section we study how to rearrange a portalgon into an equivalent happy portalgon.
Since any fragment with only one portal edge is happy, we sketch our main ideas for the next
simplest case: a portalgon consisting of a single fragment F with exactly two parallel portal
edges. We assume w.l.o.g. that the portal edges e and ê are horizontal, e is above ê and e
starts further to the left. Let ∆ and v be the horizontal, resp. vertical, distance between the
start vertices of e and ê.

I Lemma 1. If ∆ = 0, then the fragment is 2-happy.

If ∆ 6= 0, the fragment might be happy or not. Next we present a method to make a
fragment happy by splitting it into smaller fragments. Let z = ∆/v. Conceptually, from the
start vertex of ê we shoot a ray with slope z in the interior of F , until we hit a boundary
(i.e., non-portal) edge. Then we cut along this ray, which results in several smaller fragments,
which we finally glue together again. Refer to Figure 5. This leads to the following result.

I Lemma 2. Let F be a parallelogram with two parallel portal edges. There is always an
equivalent parallelogram F ′ with ∆ = 0. This parallelogram F ′ is 2-happy.

If F is not a parallelogram, it may happen that when gluing together the new smaller
fragments we obtain a non-simple polygon. Therefore we cannot always transform F into a
single equivalent happy fragment; refer to Figure 6. Fortunately, we can still transform any
fragment into a constant number of happy fragments; that is, we can prove the Universal
Happiness Conjecture for the case of one fragment with two parallel portal edges. Refer to
Figure 7.
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Figure 6 Example of fragment (left) where the cutting along the perpendicular ray produces a
non-simple polygon (center). However, here this can be fixed using one more fragment (right).

I Lemma 3. Consider a fragment F with two horizontal portals e and ê. Let m be the line
through the start points of e and ê. If F is not 5-happy, then there is a line segment parallel
to m from a point on e to a point on ê that lies completely within F .

I Observation 4. Let F be a simple fragment, let ab be a line segment inside F . A single
connected component π ∩ F of a shortest path π can intersect ab in at most one component.

Observation 4 implies that the two endpoints p and q of a maximal component π(p, q) of
a shortest path in F cannot lie on the same portal-edge e unless π(p, q) = pq ⊆ e.

I Theorem 5. Let P be a portalgon with one fragment F with n vertices, and one portal
whose edges are parallel. There exists a 5-happy portalgon P ′ equivalent to P consisting of at
most three fragments and total complexity O(n).

Proof. Assume without loss of generality that both portal edges e and ê are horizontal and
oriented left-right. We now argue that when no three vertices of F are colinear, and F is not
already 5-happy, we can split F into at most seven 4-happy fragments of total complexity
O(n). Refer to Figure 7. Finally, we show how to reduce the number of fragments to three,
while remaining 4-happy, even without the general position assumption.

Let m be the line through the start points of e and ê. By Lemma 3, if there is no translate
of m whose intersection with F contains a segment connecting e to ê, F is already 5-happy.
Let m` be the leftmost such translate of m and mr the rightmost such translate; m` contains
a vertex ` of F and mr contains a vertex r of F (possibly, ` or m is an endpoint of e or ê).
Let a and â be the intersection points of m` with e and ê, and let b and b̂ be the intersection
points of mr with e and ê. We cut the parallelogram Z = abâb̂ from F , which splits F into
at most seven fragments (since, by general position, aâ and bb̂ contain at most two reflex
vertices each). Using a transformation similar to that of Lemma 2, we turn Z into a 4-happy
fragment (the fact that the sides aâ and bb̂ are actually portal edges increases the happiness
by at most two). Let T and B be the fragments containing the starting points of e and ê,
respectively. We argue that T is 4-happy. The argument that B is 4-happy is symmetric.
The same holds for the fragments containing the endpoints of e and ê. Any other fragments
(if they exist) contain only one portal edge and are thus already 2-happy.

Consider the connected components of a shortest path π = π(s, t) with F . By Observa-
tion 4 such a component either: (i) contains s, (ii) contains t, or (iii) connects a point pi on
e to a point qi on ê. Again by Observation 4 each such component can intersect aâ at most
once, so each such component can intersect T at most once.

We now further distinguish the type (iii) components into three types, depending on
whether pi lies on the part of e in T and whether qi lies on the part of ê in B. If pi lies
outside T the component does not intersect T at all (by Observation 4). There is only one
component for which pi lies inside T , and qi lies inside B that can intersect T (as such a
component must go through point `), and one component for which pi lies in T and qi lies
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Figure 7 (a) Fragment F with two parallel portals (b) The lines m` and mr intersecting e and
ê in a, â define a parallelogram Z = abâb̂ that splits F into at most seven sub fragments. (c) The
resulting set of 5-happy fragments. Note that it is possible to reduce the number of fragments by
shifting m` slightly to the right and mr slightly to the left.
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Figure 8 Finding the last intersection of the ray with the portal.

outside of B. The main idea here is that π(pi, qi) “blocks” the remainder of π from entering
B again, and thus pi is the last component of type (iii) that intersects T .

It follows that there are thus only four components of π ∩ F that intersect T , and each
such component intersects T in only one consecutive subpath. Hence T is 4-happy.

We conclude that the portalgon P ’ that we end up with is 4-happy, equivalent to P , and
has at most |F| + 6 fragments. Furthermore, every vertex of P appears in at most O(1)
fragments of P ′, and thus P ′ has complexity O(n).

Finally, observe that (before splitting F ) we can actually shift the left and right sides
of Z inwards by some arbitrarily small ε. It then follows that F is now split into only
three fragments, two of which are already 4-happy. We transform the remaining fragment
(parallelogram Z) into a 2-happy parallelogram as before. We now get only three fragments
(of total complexity O(n)), even if F contains three or more colinear vertices. J

Let k be the number of times the ray hits the portal. Since k is unbounded in terms
of n, computing a happy portalgon equivalent to P is non-trivial. We can compute such a
portalgon in O(n+ log(1 + k)) time, or in O(n) time if we can use the floor operation. The
essential part of the computation is finding the last time a ray intersects the portal; refer to
Figure 8. Explicitly computing all intersection points would lead to an additive O(k) term.
Instead, we can perform exponential search by noting that the horizontal distance between
each pair of consecutive intersection points is the same.

4 Beyond Parallel Portals

In the full version, we also prove the Universal Happiness Conjecture for portalgons that
consist of one fragment with two non-parallel portal edges; see Figure 9. Computing an
equivalent happy portalgon in this case is more involved; using ideas from [6] we may still
obtain the same running time. When portalgons have more than one fragment, we may
consider the fragment graph (Figure 10), which is a multigraph with one vertex per fragment
and an edge for every portal. For some fragment graphs we can also prove the conjecture.
For instance, if the fragment graph is acyclic, the portalgon is already happy. If it is almost
acyclic but has a single fragment with a single self-loop, we can still apply the techniques
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Figure 9 A fragment with non-parallel portal edges, and an equivalent happy one.
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Figure 10 The fragment graph of a portalgon.

described above. However, we do not know how to approach a proof of the Universal
Happiness Conjecture in general. Even the behavior of shortest paths in a single fragment
with two self-loops is non-trivial; see for instance Figure 11.
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1 Introduction

Programmable matter is a smart material composed of a large quantity of robot particles
capable of communicating locally, performing simple computation, and, based on the outcome
of this computation, changing their physical properties. Particles are able to move through a
programmable matter system by changing their geometry and attaching to (and detaching
from) neighboring particles. Thus, a particle system can be programmed to reconfigure its
global shape by changing local adjacencies between particles. Shape assembly and reconfigu-
ration of particle systems have attracted a lot of interest in the algorithmic community in
the past decade and a variety of specific models have been proposed [1, 2, 8, 10, 12, 14, 16].
We focus on the Amoebot model [7], which we briefly introduce below, refer to Daymude et
al. [5] for additional details. The Amoebot model is highly distributed and hence a number
of algorithmic primitives have been developed to coordinate actions of particles [4, 9, 15].

The Amoebot model. Particles occupy nodes of a triangular grid G embedded in the plane.
A particle can occupy one (contracted particle) or two (expanded particle) adjacent nodes
of the grid, and can communicate with its neighboring particles (see Figure 1 (left)). The
particles have limited computational power due to constant memory space, they have no
common notion of orientation (disoriented), and no common notion of clockwise (cw) or
counter-clockwise (ccw) order (no consensus on chirality). They are identical (no IDs and
they all execute the same algorithm), but can locally distinguish between their neighbors
using six (for contracted particles) or ten (for expanded particles) port identifiers. Ports are
labeled in order (either cw or ccw) modulo six or ten, respectively. Particles communicate by
writing into a register of their neighbors using the ports.

Particles can move in two different ways: a contracted particle can expand into an adjacent
empty node of the grid, and an expanded particle can contract into one of the nodes it
currently occupies. Each node of G can be occupied by at most one particle, and we require
that the particle system stays connected at all times. To preserve connectivity more easily,
we allow a handover variant of both move types, a simultaneous expansion and contraction
of two neighboring particles using the same node (see Figure 1 (right)). The handover move
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Figure 1 Left: particles with ports labeled, in contracted and expanded state. Right: handover
operation for preserving system connectivity. A particle can expand while pushing an expanded
neighbor, and an expanded particle can contract while pulling a contracted neighbor.
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can be initiated by any of the two particles; if it is initiated by the expanded particle, we say
it pulls its contracted neighbor, otherwise we say that it pushes its expanded neighbor.

Particles operate in activation cycles: when activated, they can read from the memory of
their immediate neighbors, compute, write into the memory of their neighbors, and perform
a move operation. For simplicity of presentation, we assume that particles are activated one
by one in an order given by an adversarial but fair scheduler (at any moment in time t, for
any particle, it must be activated at some time in the future t′ > t). Analysis of algorithms
for such sequential scheduler can be easily extended to arbitrary asynchronous activation
of particles under some assumptions [5]. We perform running time analysis in terms of the
number of rounds, time intervals in which all particles have been activated at least once.

We call the set of particles and their internal states a particle configuration P . Let GP be the
subgrid of G induced by the nodes occupied by particles in P. We say that P is connected
if there is a path in GP between any two particles in P. A hole in P is an interior face of
GP with more than three vertices. A particle configuration P is simply connected if it is
connected and has no holes. We say that a particle q ∈ P is P-visible from a particle p ∈ P
if there exists a shortest path from p to q in G that is contained in GP . This definition of
visibility is closely related to staircase visibility (or s-visibility) in rectilinear polygons [3, 11].
Finally, we say that P is convex if for every pair of particles p, q ∈ P, p is P-visible from q.

Contribution We propose a new primitive for programmable matter, a shortest path tree (SP-
tree), to facilitate and optimize shape reconfiguration in the Amoebot model. Furthermore,
we present an efficient algorithm for constructing an SP-tree in a simply connected particle
system, using a version of shortest path maps [13] on the grid.

2 Shortest path trees

Among the previously proposed primitives for Amoebot coordination is the spanning forest
primitive [9] which organizes all particles in a connected component into a tree to facilitate
movement of all particles while staying connected. The root initiates the movement, all other
particles follow via handovers between parents and children. This primitive does not impose
any additional structure on the resulting spanning tree. To facilitate effective movement we
propose to construct shortest path trees, which are special spanning trees where the shortest
path from a particle to the root within the tree equals the unrestricted shortest path in GP .

To ensure that all paths in the tree are shortest, we need to control the growth of the
tree. One way to do so, is to use breadth-first search together with a token passing scheme,
which ensures synchronization between growing layers of the tree (see Figure 2). Here a

Figure 2 A step in the breadth first search.
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token is a constant amount of information which is written into the memory of each particle,
possibly by its neighbors, to propagate information. The root (green) sends a growth token
(white) to all branches; these tokens propagate to the current leaves of the tree. If a leaf p
receives a token, then it includes all neighboring particles, which are not part of the tree
yet, into the tree with p as their parent, by writing into their memory. Afterwards the leaf
creates a finished growth token (dark gray) and sends it back to its parent. Once a particle
receives finished growth tokens from all of its children it passes one of them up the tree and
discards the others. Once the root receives a finished growth token from all its children, it
initiates the growth of the next layer by sending a new growth token to all its children. The
process terminates once no leaf can grow any further; this information can be encoded in the
finished growth token. Breadth first search takes O(n2) rounds to complete the tree for a
connected particle configuration P with n particles, since every growth step requires a token
to be passed along the complete depth of the tree.

I Lemma 1. Given a connected particle configuration P with n particles, we can create an
SP-tree using at most O(n2) rounds.

To create SP-trees efficiently for simply connected particle systems, we describe a version of
the shortest path map (SPM) [13] on the grid. Let P be simply connected, and let R0 ⊆ P be
the subconfiguration of all particles P-visible from some root particle r. By analogy with the
geometric SPM, we refer to R0 as a region. If R0 = P then SPM(r) is simply R0. Otherwise,
consider the connected components {R1,R2, . . . } of P \ R0. A window of Ri is a line of
particles in R0 each of which is adjacent to one or more particles in Ri. Let ri be the closest
particle to r of the window Wi of Ri. Then SPM(r) is the union of R0 and the shortest
path maps of all ri in Ri ∪Wi for all i. The set of particles Ri ⊆ Ri ∪Wi is the visibility
region of ri, and ri is the root of the region Ri (see Figure 3). Note that by our definition
the particles of a window between two adjacent regions of a shortest path map belong to
both regions. Observe that any shortest path from a particle q ∈Wi to r passes through ri,
and thus any window forms a subpath of some path from r to some leaf in any SP-tree.

I Lemma 2. Let ri be the root of a visibility region Ri. For every particle p in Ri, the
shortest path from r to p passes through ri.

Proof. Assume that there exists a shortest path π in GP from r to p that does not pass
through ri. Assume further that Ri is adjacent to R0 (see Figure 4). Path π must cross
windowWi (ri, w) at some particle q 6= ri. The extension of window (ri, w), (ri, w

′), partitions
R0 into two parts. Since R0 is a visibility region, π must cross (ri, w

′) at some particle q′.

r

p

u

w

Figure 3 Shortest path map of node r. Any shortest path between r and p must pass through
nodes u and w. The region R0 (in purple) consists of the particles P-visible to r. The two red and
the blue particle are the roots of the corresponding SPM regions.
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r

ri

q
w

q′

w′

p
Ri

Figure 4 A shortest path from r to a particle in Ri.

Now there exists a shorter path from r to p: from r to q′ to q to p. Contradiction. The same
argument applies recursively to regions Ri further removed from R0. J

I Corollary 3. Any shortest path π between r and any other particle p in P must pass through
the roots of the SPM regions that π crosses.

If a particle p is P-visible from r then there is a 60◦-angle monotone path from r to p in GP .
That is, there exists a 60◦-cone in a fixed orientation, such that for each particle q along the
path the remainder of the path lies completely inside this cone translated to q (see Figure 5).
Although not named explicitly, angle monotone paths were introduced in [6].

We use a version of such cones to grow an SP-tree efficiently. Each node that is already
included in the tree carries a cone of valid growth directions (see Figure 6). When a leaf of
the tree is activated it includes any neighbors into the tree which are not part of the tree yet
and lie within the cone. A cone is defined as an interval of ports. The cone of the root r
contains all six ports. When a new particle q is included in the tree, then its parent p assigns
a particular cone of directions to q. Assume parent p has cone c and that q is connected to p
via port i of p. By definition i ∈ c, since otherwise p would not include q into the tree. We
intersect c with the 120◦-cone [i− 1, i+ 1] and pass the resulting cone c′ on to q. (Recall
that the arithmetic operations on the ports are performed modulo 6.) When doing so we
translate c′ into the local coordinate system of q such that the cone always includes the same
global directions. This simple rule for cone assignments grows an SP-tree in the visibility
region of the root r and it does so in a linear number of rounds.

I Lemma 4. Given a particle configuration P with n particles which is P-visible from a
particle r ∈ P, we can grow an SP-tree in P from r using O(n) rounds.

Figure 5 Angle monotone path: for every par-
ticle, the remainder of the path lies in a 60◦-cone.

Figure 6 Growing an SP-tree using cones
of directions.
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Figure 7 SP-trees with cone extensions. Left: The leftmost particle just extended its cone to
180◦. Right: A couple of activations further.

Proof. We are growing the SP-tree from r using the algorithm described above. First of
all, observe that any path in G which uses only two adjacent directions from the possible
six, is a shortest path. Moreover, every shortest path between two particles p and q uses
the same at most two directions. Consider the path π in the SP-tree from r to a particle p.
By construction, all particles on π, except for r, have cones of at most 120◦ (which equals
three adjacent directions). Assume that π leaves r in the global direction d1. As soon as
π deviates from d1 in direction d2 adjacent to d1, the cone of available directions shrinks
to 60◦ and contains only the two directions d1 and d2. Hence π uses at most two adjacent
directions and is therefore a shortest path.

It remains to show that for any particle q in P there is a path in the SP-tree from r to q.
Suppose that q is not part of the SP-tree. Consider a shortest path σ from r to q in P, let
p be the last particle on this path that belongs to the SP-tree, and q′ be the next particle
along σ. We argue that q′ lies in one of the directions of the cone of particle p. Indeed, as
observed above, path σ consists of at most two adjacent directions. The path π from r to
p in the SP-tree uses the same or a subset of the directions of σ, and thus the cone of p
contains the direction towards q′. Contradiction. J

We now extend our basic algorithm to arbitrary simply-connected particle systems using the
shortest-path map SPM(r). The SP-tree constructed by the basic algorithm contains exactly
the particles of the visibility region R0 of SPM(r). As any shortest path from a window
particle to r passes through the root of the window, any window incident to R0 forms a
single branch of the SP-tree. To continue the growth of the tree in the other regions of the
SPM(r), we extend the cone of valid directions for the root particles of the regions of SPM(r)
by 120◦. A particle p can detect whether it is a root of an SPM(r)-region by checking its
local neighborhood. Specifically, let the parent of p lie in the direction of the port i+ 3. If
the cone assigned to p by its parent is [i− 1, i] (or [i, i+ 1]), the neighboring node of p in
the direction i+ 2 (or i− 2) is empty, and the node in the direction i+ 1 (or i− 1) is not
empty, then p is the root of an SPM(r)-region, and thus p extends its cone to [i− 1, i+ 2]
(or [i− 2, i+ 1]) (see Figure 7). Note that if a cone is extended then it becomes a 180◦-cone.

I Lemma 5. Given a simply-connected particle system P and a particle r ∈ P, let SPM(r)
be the shortest-path map of r in P. A particle u ∈ P extends its cone during the construction
of an SP-tree if and only if it is the root of a region in SPM(r).

Proof. Let w be a root of an SPM(r)-region. We first argue that w will extend its cone,
when it is a leaf of a growing SP-tree and is activated. Let w lie in an SPM(r)-region with
root u (as in Figure 3). Any shortest path from u to w in P uses exactly two adjacent
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directions, one of which is directed along the window of w. Otherwise either w and the
particles of the window would not be P-visible to u, or all neighbors of w would be P-visible
to u. W.l.o.g., let these two directions be i and i− 1 in the local coordinate system of w, and
let i be the direction along the window. All shortest paths from w to u must go in direction
i + 3, otherwise again all neighbors of w would be P-visible to u. Then, w must have a
neighboring particle in the direction of i+ 1, and the neighboring node in the direction i+ 2
must be empty. Otherwise, w would not be part of a window, or it would not be a root of
the window. Thus, w will extend its cone.

Let u be a leaf of a growing SP-tree which extends its cone. We now argue that u must
be a root of an SPM(r)-region. Let R0 be the visibility region of r in P. We first assume
that u ∈ R0. Let the parent p of u lie in the direction of port i+ 3. W.l.o.g., assume that
u extends its cone [i− 1, i] to [i− 1, i+ 2], and thus the neighboring node at port i+ 1 is
non-empty, and the neighboring node at port i+ 2 is empty. Let v be the neighbor of u in
the direction i+ 1. Consider a maximal chain of particles W ′ in P from u in the direction
of port i. Particles W ′ are P-visible from r as a shortest path from r to any q ∈ W ′ uses
only two directions i − 1 and i. Particle v is not P-visible from r, as any path from r to
v must cross W ′, and thus use an extra direction i + 1 or i + 2. Consider the connected
component Rv of P \R0 containing v. Since u is adjacent to v it is part of some window W

of Rv. The parent p of u is not adjacent to Rv. Since all shortest paths from r to a particle
in W pass through u, u must be the root of W . Since u lies on the boundary of Rv, growing
the SP-tree further from u is equivalent to growing a new SP-tree only in Rv with u as the
root. Hence the same argument applies recursively. J

Lemmas 4 and 5 together imply Theorem 6.

I Theorem 6. Given a simply-connected particle configuration P with n particles and a
particle r ∈ P we can grow an SP-tree in P from r using O(n) rounds.

3 Conclusion

We introduced SP-trees as a new primitive for the Amoebot model and showed how to
construct SP-trees in simply-connected particle configurations efficiently. SP-trees can be
used to solve the shape reconfiguration problem more efficiently. The shape of a particle
configuration P is the set of all nodes in GP . An instance of the shape reconfiguration problem
requires a particle configuration P with shape S to form a target shape T . In ongoing work-
in-progress we use multiple SP-trees to organize “supply” particles and “demand” locations,
and route supply particles to demand locations efficiently.
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Abstract
Let P be a finite point set in the plane in general position. For any spanning tree T on P,
we denote by |T | the Euclidean length of T . Let TOPT be a plane (noncrossing) spanning tree
of maximum length for P. It is not known whether such a tree can be found in polynomial
time. Thus, past research has focused on designing polynomial-time approximation algorithms,
typically based on trees of small (unweighted) diameter. We extend this line of research and
show how to construct in polynomial time a plane tree TALG on P such that TALG has diameter at
most four and |TALG| > 0.546 · |TOPT|. This improves substantially over the currently best known
approximation factor. Furthermore, we consider the special case of a long plane spanning tree
with diameter at most three, and we show that it can be found in polynomial time.

Related Version: A full version is available at https://arxiv.org/abs/2101.00445.

1 Introduction

Geometric network design is a common and well-studied task in computational geometry
and combinatorial optimization [6–9]. In this family of problems, we are given a set P of
points in general position, and our task is to connect P into a (geometric) graph that has
certain favorable properties. There are many possible objective functions and many different
constraints that might be imposed on the resulting graph.

Here, we focus on graphs that achieve a large total edge length while at the same time
ensuring that the edges do not cross. In many cases, the objective of maximization and the
noncrossing constraint are in conflict. If the goal is to minimize the total edge length, like,
e.g., in Euclidean minimum spanning trees or the Euclidean TSP, the noncrossing property
is often implied by the triangle inequality. In contrast, when maximizing, say, the total edge
length of a spanning tree, the resulting graph will most likely contain many crossings. In this
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sense, balancing the noncrossing constraint and the maximization objective is an interesting
challenge.

We will consider long plane spanning trees: given a point set P in general position (i.e.,
no three points are on a common line), we want to find a longest spanning tree on P such
that no two edges cross. The precise complexity for this problem is unknown, but it is
conjectured to be NP-hard. This stands in contrast to the greedy polynomial time algorithms
for short (necessarily plane) spanning trees and long (possibly not plane) spanning trees.

As a polynomial-time algorithm for the long plane case has eluded researchers for many
years, the focus has shifted to approximation algorithms. The first such algorithm, giving a
0.5-approximation, is due to Alon et al. [1]. This approximation factor was then improved to
0.502 by Dumitrescu and Tóth [5]. This result led to a series of improvements from 0.503 [3]
over 0.512 [4] to the most recent result of a 0.519-approximation [2].

We substantially increase the approximation factor to a fixed f > 0.5467, and we give a
polynomial time algorithm for finding a longest tree of unweighted diameter at most 3.

2 Approximation Algorithm

We describe an algorithm to find a plane spanning tree on a given point set P , and we show
that the resulting tree is a good approximation for a longest plane spanning tree on P. The
algorithm considers two families of trees. The first family consists of stars: for a point a ∈ P ,
the star Sa rooted at a is the tree that connects all points p ∈ P \ {a} to a.

The second family of trees Ta,b is parameterized by two distinct points a, b ∈ P. The
trees Ta,b are defined as follows: let Pa be the points of P that are closer to a than to b,
and let Pb = P \ Pa. We connect a to every point in Pb, and then we connect each point of
Pa \ {a} to some point of Pb without introducing crossings. We will not go into the details
of the second step here, but it is possible to make these connections in a simple deterministic
way. See Figure 1 for an example.

a

Sa Ta,b

a b

Figure 1 A star Sa and a tree Ta,b.

The algorithm computes all stars Sa, for a ∈ P, and all trees Ta,b, for ordered pairs
(a, b) ∈ P2 with a 6= b. The algorithm returns a longest among all those trees. This process
can be implemented in polynomial time, and we call the resulting tree TALG.

I Theorem 2.1. For any finite planar point set P in general position, the tree TALG has
Euclidean length at least f · |TOPT|, where |TOPT| denotes the length of a longest plane tree on
P and f > 0.5467 is the fourth smallest real root of the polynomial

P (x) = −80 + 128x+ 504x2 − 768x3 − 845x4 + 1096x5 + 256x6.

Proof sketch. Particularly towards the end of this proof sketch, we omit some details due to
space constraints. The detailed calculations can be found in the full version.

We fix some assumptions on P. First, we assume that P has diameter exactly 2. Next,
fix some optimal tree TOPT on P and a longest edge ab of TOPT. Write the Euclidean length
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of ab as ‖ab‖ = 2d. Let D(a, 2) and D(b, 2) be the disks with radius 2 and centers a and b,
respectively. As P has diameter 2, all points lie inside the lens D(a, 2) ∩D(b, 2). Without
loss of generality, we assume that a = (−d, 0) and b = (d, 0).

From arguments established in earlier research [4, Lemma 2.1], we can conclude that if
2d ≤ 1/f , the result follows. Hence, from now on, we focus on the case 2d > 1/f .

Let s, s′ be the points on the y-axis with ‖sa‖ = ‖sb‖ = ‖s′a‖ = ‖s′b‖ = 2df , where s is
the one with the positive y-coordinate. Since 2df > 1, the circles ∂D(s, 2df) and ∂D(s′, 2df)
intersect the boundary of the lens. We call the region that is inside the lens but above or
below both circles the far region (shaded green in Figure 2), and the remaining part of the
lens is referred to as the truncated lens (shaded yellow in Figure 2).

d d

2df
s

ba

s′

Far region

Truncated lens

Figure 2 The lens is split into the far region (green) and the truncated lens (yellow).

Suppose that there is a point c ∈ P in the far region. Then, we argue that a longest
of the stars Sa, Sb, and Sc is a good approximation. Denote by R the circumradius of the
triangle 4abc, and let g be the center of mass of P \ {a, b, c}. Then, as 4abc is acute-angled,
there is one point q among a, b, c such that ‖gq‖ ≥ R. Having fixed q, the triangle inequality
gives

∑
p∈P\{a,b,c} ‖pq‖ ≥ (n − 3) · R. Together with ‖qa‖+ ‖qb‖+ ‖qc‖ ≥ 2R, this yields

|Sq| =
∑

p∈P ‖pq‖ ≥ (n− 1) ·R ≥ f · (n− 1) · 2d ≥ f · |TOPT|.
Hence, from now on, we can assume that 2d > 1/f and that the far region contains no

point from P . Consider the five trees Ta,b, Tb,a, Sa, Sb, and TOPT. They all contain the edge
ab. We conceptually direct the other edges towards ab and, given a point p ∈ P and a tree
T , denote the length of the outgoing edge from p in T by `T (p). Given a real parameter
β ∈ (0, 1/2) we define the weighted average of the lengths of the edges assigned to a point p
over the first four trees as:

avg(p, β) = (1/2− β) · `Sa
(p) + β · `Ta,b

(p) + β · `Tb,a
(p) + (1/2− β) · `Sb

(p)

Summing up over all p ∈ P \ {a, b} and adding the length of the edge ab yields the weighted
average of the length of all four trees. Note that a longest of the four trees is guaranteed to
be longer than the weighted average. This reduces our problem to that of finding β such
that for each point in P \ {a, b} we have:

avg(p, β) ≥ f · `TOPT(p). (1)

In the following we assume without loss of generality that p = (x, y) with x, y ≥ 0. Let
pa be the point with x-coordinate −(2− d) on the ray pa. Furthermore, if the x-coordinate
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of p is less than d, let pb be the point with x-coordinate 2 − d on the ray pb. When the
x-coordinate of p is at least d, then the ray pb does not intersect the vertical line with
x-coordinate 2− d and we set pb = b. Additionally, define pu to be the furthest point from p

on the portion of the boundary of the far region that is contained in the circle k = ∂D(s, 2df).
See Figure 3 for a visualization. We claim that

`TOPT(p) ≤ min{2d,max{‖ppa‖, ‖ppu‖}}. (2)

d d

c

2df

k

pa pb

pu

p = [x, y]

a b

s

vu

O
︸ ︷︷ ︸ ︸ ︷︷ ︸

Figure 3 The definition of the special points

To show (2), first note that if ‖ppa‖ ≥ 2d then we are done as the right-hand side becomes
2d and the left-hand side is at most 2d by assumption. Next, tedious algebra shows that
if ‖ppa‖ ≤ 2d then ‖ppb‖ ≤ ‖ppa‖. The rest follows by denoting by pf the point in the
truncated lens furthest from p and doing a case distinction over the quadrant containing pf :
1. If pf lies in the third or fourth quadrant then ‖ppa‖ is larger than ‖ppf‖.
2. If pf lies in the first quadrant, mirroring pf along the y-axis gives a point further away

from p than pf .
3. If pf lies in the second quadrant then it lies on the boundary of the truncated lens. Let t

be the topmost point in the truncated lens and let u be the to higher intersection point
of ∂D(s, 2df) and ∂D(b, 2), see Figure 4 for an illustration. If pf lies on the arc tu and
p ∈ N we are done, as pu = u. If p ∈ S we are done by triangle inequality. Finally if pf

lies on the arc ul we have ‖ppf‖ ≤ max{‖pl‖, ‖pu‖} and are again done, as ‖pl‖ ≤ ‖ppa‖
and ‖pu‖ ≤ ‖ppu‖.
Combining (1) and (2), it suffices to find β ∈ [0, 1/2] such that both avg(p, β) ≥

f ·min{2d, ‖ppa‖} and avg(p, β) ≥ f ·min{2d, ‖ppu‖}. To find such β, our main technical
insight is the following lower bound on avg(p, β) that holds for any β ∈ [0, 1/2]:

avg(p, β) ≥ d · (1− β) + x · 2β
d+ x

. (3)

To prove (3), we start with unpacking the definition:

avg(p, β) ≥ (1/2− β) · ‖pa‖+ β · ‖pa‖+ β · x+ (1/2− β) · ‖pb‖.
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s

a b
l

O

u

2df

d d

t

D
(l, 2d)

k

r

v

EN

S

pu

pa pb

Figure 4 For p ∈ E we have `TOPT (p) ≤ 2d, for p ∈ N we have `TOPT (p) ≤ max{‖ppa‖, ‖pu‖}
and for p ∈ S we have `TOPT (p) ≤ max{‖ppa‖, ‖ppu‖}.

Let p′ = (−x, y) be the reflection of p about the y axis (see Figure 5). Triangle inequality
‖p′p‖+ ‖pb‖ ≥ ‖p′b‖ = ‖pa‖ yields β · x = 1

2β · ‖p′p‖ ≥ 1
2β · (‖pa‖ − ‖pb‖) and we get

avg(p, β) ≥ 1
2 · ‖pa‖+ 1

2β · ‖pa‖+
(

1
2 −

3
2β
)
· ‖pb‖.

O

`

d d− xx

p = (x, y)

a b

p′

Figure 5 Mirroring p along the y-axis.

Next we claim that ‖pb‖ ≥ d−x
d+x · ‖pa‖: Indeed, upon squaring, using the Pythagorean

theorem and clearing the denominators this becomes y2 · 4dx ≥ 0 which is true. Using this
bound on the term containing ‖pb‖, the inequality (3) is proved as follows:

avg(p, β) ≥ (1 + β)(d+ x) + (1− 3β)(d− x)
2(d+ x) · ‖pa‖ = (1− β) · d+ 2β · x

d+ x
· ‖pa‖.

Using (3) and some elementary geometric considerations (briefly sketched below) we can
prove the following claims for any point p = (x, y) with x, y ≥ 0:
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1. We have avg(p, β) ≥ f ·min{2d, ‖ppa‖}, provided that

2f − 1
5− 8f ≤ β ≤

1
2 · f. (4)

2. We have avg(p, β) ≥ f ·min{2d, ‖ppu‖}, provided that β < 151
304 · f and 1

2 ≤ f ≤ 19
32 and

2f − 1
2
√

5− 8f − 1
≤ β ≤ 1− f

√
4f2 − 1− 2f2. (5)

To prove 1., we distinguish the cases x ≥ 3d− 2 and x < 3d− 2 and show avg(p, β) ≥ f · 2d
and avg(p, β) ≥ f‖ppa‖, respectively. To prove 2., we distinguish the cases y ≤ y(u) and
y > y(u). In the first case we use that the left-hand side of (3) is increasing in y, while ‖ppu‖
is decreasing. The second case essentially follows from basic algebra and the Pythagorean
theorem.

Finally, it is straightforward (although again tedious) to check that for our definition of f
the left-hand side and the right-hand side of the constraint (5) are equal. To be precise, after
setting the left-hand side and the right-hand site equal and applying some algebra, which
includes two times the squaring of both sites, yields the polynomial given in the statement of
the theorem. Our choice of f is not only a solution to the origin polynomial but also yields a
value value β? .= 0.1604 such that setting β = β? satisfies also (4) and the other constraints
in 2. Note that for any f ′ > f , the two constraints on β from (5) are contradictory, except
for f ′ = 5

8 when they reduce to − 1
4 ≤ β ≤ − 1

4 which is not a permissible value of β. J

3 Polynomial-time algorithm for diameter 3

In this section we describe a polynomial time algorithm for finding a longest plane spanning
tree of diameter at most 3 for a given set of points in general position. Note that all trees of
diameter at most 3 have a cut edge ab whose removal decomposes the tree into at most 2
stars, one rooted at a and one rooted at b. We also call such trees bistars rooted at a and b.

I Theorem 3.1. We can find a longest bistar on a point set P in polynomial time.

Proof. We argue how to find the best bistar with fixed roots a, b in polynomial time. The
statement of the theorem then follows by iterating over all possible pairs of roots.

Without loss of generality we assume that ab is a horizontal edge and that all points lie
above ab. We use dynamic programming. We call a pair p, q ∈ P a valid pair, if ap and bq
do not cross. Let Q(p, q) be the quadrilateral defined by ab, ap, bq and the horizontal line
through min{y(p), y(q)} as shown in Figure 6.

a b

Q(p, q)

a b

p

q

Q(p, q)

p

q

Figure 6 Two examples of valid pairs p, q with their quadrilaterals Q(p, q) shaded.
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We denote by Z(p, q) the length of the best bistar rooted at a and b on the points in
the interior of Q(p, q). Let kp,q be the highest point in Q(p, q) and let Lp,q and Rp,q be the
regions in Q(p, q) to the left of akp,q and to the right of bkp,q, respectively (see Figure 7).

a b a

qq

kp,q

p p

b

Lp,q Lp,q
Rp,q Rp,qkp,q

Figure 7 Fixing kp,k gives two possible triangular regions where edges are fixed.

As we aim to compute a bistar, kp,q is either connected to a or to b. In the first case,
all points in Lp,q have to be connected to a in order to prevent crossings. The points in
Q(kp,q, q) can now be connected to either a or b, so the best bistar can be found recursively
in this region. A symmetric argument holds if kp,q is connected to b. The resulting tree is a
bistar rooted at a and b by induction. Formally, for each valid pair p, q we have the following
recurrence:

Z(p, q) =





0 if no point of P is in Q(p, q),

max
{
Z(kp,q, q) + ‖akp,q‖+

∑
l∈Lp,q

‖al‖
Z(p, kp,q) + ‖bkp,q‖+

∑
r∈Rp,q

‖br‖
otherwise.

Let p, q be a valid pair, let Lp be all points to the left of the line through ap and let Rq

be all points to the right of the line through bq. Then all values of the form

∑

l∈Lp

‖al‖


+


∑

r∈Rq

‖br‖


+ ‖ap‖+ ‖bq‖+ ‖ab‖+ Z(p, q), (6)

describe the length of a plane, not necessarily spanning, bistar rooted at a and b.
Now assume that a is connected to the point with maximum y-coordinate. Furthermore

let q∗ be the highest point connected to b and p∗ be the point with smallest angle at a above
q∗. Then p∗, q∗ is a valid pair and the length of the optimal bistar is obtained by plugging
p∗ and q∗ into (6). Now by taking the maximum of (6) for all valid pairs, together with the
maximum of Sa and Sb, we obtain a longest bistar rooted at a and b.

The recurrence can be implemented in polynomial time using a standard dynamic
programming approach. J

In the full version of the paper, we give details on the implementation and show that the
dynamic program can be implemented in O(n2) time.

4 Conclusion

We showed an f ≥ 0.5467-approximation algorithm for the longest plane spanning tree
problem. Furthermore we gave a polynomial time algorithm to solve the problem for fixed
diameter at most 3.

EuroCG’21



33:8 Long plane trees

There are some related open questions. First, is the factor f we obtained tight for our
algorithm? While all the steps in the analysis are tight, the overall analysis might not
be. Second, how well does the optimal tree of diameter 3 approximate the optimal tree of
arbitrary diameter? This is especially interesting, as we know of point sets with longest trees
of diameter Θ(n). Finally, there are the broader questions of finding a PTAS and settling
the complexity.
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1 Introduction

Two points on a triangulated terrain are mutually visible if the straight line segment connecting
them does not intersect the interior of the terrain; the set of all points visible from a given
point p is the viewshed of p. Viewsheds are useful, for example, in evaluating the visual
impact of potential constructions [2], analyzing the coverage of an area by fire watchtowers [8],
or measuring the scenic beauty of a landscape [14]. In a 1.5D terrain, the viewshed of one
viewpoint can have a complexity that is linear on the number of vertices, and can be
computed in linear time [7]. In contrast, in 2.5D terrains the complexity of the viewshed of
one viewpoint can be quadratic in the number of vertices [11], which makes its computation
too slow for most practical uses when terrains are large. A typical quadratic construction
is shown schematically in Fig. 1. Viewsheds with quadratic complexity are uncommon in
real terrains, and there have been attempts to define theoretical conditions for a terrain to
be “realistic” that guarantee, among others, that viewsheds cannot be that large [3, 13]. In
this paper we introduce a new terrain measure, based on the idea that viewsheds are more
complex in “rugged” terrains [9], and study its relation to viewshed complexity.

Figure 1 If a viewpoint is placed in front of the visible triangles and very far from them, its
viewshed has quadratic complexity.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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0

8

5◦
10◦

15◦
20◦

Figure 2 (left) A polyhedral terrain T . Height (z-coordinates) are indicated using colors.
(right) A visualization of the prickliness π~v(T ) as a function of ~v, in degrees from vertical (0, 0, 1).
The maximum prickliness is 8, attained at a direction about 13◦ north-east from the origin.

Let T be a polyhedral surface and let ~v be a vector. We define π~v(T ) to be the number of
internal vertices of T that are extremal in direction ~v. Then we define the prickliness of T ,
π(T ), to be the maximum number of local maxima over all directions; that is,

π(T ) = max
~v

π~v(T ).

We say that T is a terrain if any vertical line intersects T at most once. If T is a terrain,
for any ~v with a negative z-coordinate we set π~v(T ) = 0 by definition. Fig. 2 shows a small
terrain and the resulting prickliness, shown as a function of the direction of ~v.

In Section 2, we investigate the correlation between the prickliness of a terrain and the
maximum viewshed complexity. In Section 3 we investigate the computational problem of
calculating the prickliness of a terrain. Finally, in Section 4, we report on experiments that
measure the prickliness of real terrains, and confirm the correlation between prickliness and
viewshed complexity in practice. Omitted proofs can be found in the full version of this
paper [1].

2 Prickliness and viewshed complexity

We first consider 1.5D terrains. In this case, prickliness is not related to viewshed complexity.

p

vi

vi+1

wiwi−1

wi+1

Figure 3 A 1.5D terrain with constant prickliness but linear viewshed complexity.

I Theorem 2.1. There exists a 1.5D terrain T with n vertices and constant prickliness, and
a viewpoint on T with viewshed complexity Θ(n). (Refer to Fig. 3.)

Surprisingly, and in contrast to Theorem 2.1, we will show in Theorem 2.4 that in 2.5D
there is a provable relation between prickliness and viewshed complexity. We recall some
terminology introduced in [6]. Let v be a vertex of T , and let p be a viewpoint. We denote
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p

e

v

u
↑up

↑vp

↑ep

Figure 4 A vase.

p

e1
q

t

r

↑e2p

↑e1p

e2

Figure 5 The situation in the proof of Lemma 2.3; q is a vertex of type 3.

by ↑v
p the half-line with origin at p in the direction of vector −→pv. Now, let e = uv be an edge

of T . The vase of p and e, denoted ↑e
p, is the region bounded by e, ↑u

p , and ↑v
p (see Fig. 4).

Vertices of the viewshed of p can have three types [6]. A vertex of type 1 is a vertex of T , of
which there are clearly only n. A vertex of type 2 is the intersection of an edge of T and a
vase. A vertex of type 3 is the intersection of a triangle of T and two vases (see Fig. 5 for an
example). With the following two lemmas we will be able to prove Theorem 2.4.

I Lemma 2.2. There are at most O(n · π(T )) vertices of type 2.

Proof. Consider an edge e of T and let H be the plane spanned by e and p. Consider the
viewshed of p on e. Let qr be a maximal invisible portion of e surrounded by two visible
ones. Since q and r are vertices of type 2, the open segments pq and pr pass through a point
of T . On the other hand, for any point x in the open segment qr, there exist points of T
above the segment px. This implies that there is a continuous portion of T above H such
that the vertical projection onto H of this portion lies on the triangle pqr. Such portion
has a local maximum in the direction perpendicular to H which is a convex and internal
vertex of T . In consequence, each invisible portion of e surrounded by two visible ones can
be assigned to a distinct point of T that is a local maximum in the direction perpendicular
to H. Hence, in the viewshed of p, e is partitioned into at most 2π(T ) + 3 parts.1 J

I Lemma 2.3. There are at most O(n · π(T )) vertices of type 3.

Proof. Let q be a vertex of type 3 in the viewshed of p. Point q is the intersection between
a triangle t of T and two vases, say, ↑e1

p and ↑e2
p ; see Fig. 5. Let r be the ray with origin at

p and passing through q. Ray r intersects edges e1 and e2. First, we suppose that e1 and
e2 do not share any vertex and, without loss of generality, we assume that r ∩ e1 is closer
to p than r ∩ e2. Notice that r ∩ e2 is a vertex of type 2 because it is the intersection of e2

1 We obtain 2π(T ) + 3 parts when the first and last portion of e are invisible; otherwise, we obtain fewer
parts.
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Figure 6 Schematic top-down view of the classic quadratic construction (left), and the same
adapted to have small prickliness (right). The camera with quadratic behaviour is at (0,−∞) (see
Fig. 1 for the resulting view). Blue vertices/edges are low, red are medium hight, and green are high.
The right construction introduces a new height (yellow) between medium and high, and changes the
triangulation slightly, to ensure that all convex vertices in the construction are green.

and ↑e1
p , and ↑e1

p partitions e2 into a visible and an invisible portion. Thus, we charge q to
r ∩ e2. If another vertex of type 3 was charged to r ∩ e2, then such a vertex would also lie
on r. However, no point on r after q is visible from p because the visibility is blocked by t.
Hence, no other vertex of type 3 is charged to r ∩ e2.

If e1 and e2 are both incident to a vertex v, since t∩ ↑e1
p ∩ ↑e2

p is a type 3 vertex, we have
that r passes through v. Therefore, q is the first intersection point between r (which can be
seen as the ray with origin at p and passing through v) and the interior of some triangle in
T . Therefore, any vertex v of T creates at most a unique vertex of type 3 in this way. J

I Theorem 2.4. The complexity of a viewshed in a 2.5D terrain is O(n · π(T )).

Next we describe a construction showing that the theorem is best possible.

I Theorem 2.5. There exists a 2.5D terrain T with n vertices and prickliness π(T ), and a
viewpoint on T with viewshed complexity Θ(n · π(T )).

Proof. Consider the standard quadratic viewshed construction, composed of a set of front
mountains and back triangles (Fig. 6, left). Notice that there can be at most π(T ) mountains
“at the front”. We add a surrounding box around the construction, see Fig. 6 (right), such
that each vertex of the back triangles is connected to at least one vertex on this box. We set
the elevation of the box so that it is higher than all the vertices of the back triangles, but
lower than those of the front mountains. In this way, no vertex of the back triangles is a
local maximum in any direction, and all local maxima come from the front. J

3 Prickliness computation

In 1.5D, for every internal and convex vertex v in T we consider the set of feasible unit
vectors se(v), such that ~w ∈ se(v) if v is a local maximum of T in direction ~w. Note that
these feasible vectors ~w can be represented as unit vectors, and then the feasible set becomes
a region of the unit circle S1. To find se(v), for each edge e of T incident to v we consider
the line ` through v which is perpendicular to e. Then we take the half-plane bounded by `
and opposite to e, and we translate it so that its boundary contains the origin. Finally, we
intersect this half-plane with S1, which yields a half-circle. We intersect the two half-circles
associated to the two edges of T incident to v, and obtain a sector of S1. For each direction
~w contained in the sector, the two corresponding edges do not extend further than v in
direction ~w. Thus, v is a local maxima in direction ~w and this sector indeed represents se(v).
See Fig. 7 for an example.
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Clearly, se(v) can be computed in constant time. The prickliness of T is the maximum
number of sectors with non-empty intersection. This can be computed in O(n logn) time by
sorting the bounding angles of the sectors.

Figure 7 In shaded, se(v) for the corresponding vertices.

I Theorem 3.1. In 1.5D, the prickliness can be computed in O(n logn) time.

In 2.5D we proceed similarly. For each convex terrain vertex v, consider the cone co(v) of
the unit sphere S2 containing all vectors ~w such that v is a local maximum of T in direction
~w. To compute co(v), we consider all edges of T incident to v. Let e = vu be such an edge,
and consider the plane orthogonal to e through v. Let H be the half-space which is bounded
by this plane and does not contain u. We translate H so that the plane bounding it contains
the origin; let He be the intersection of the obtained half-space with the unit sphere S2.
Then, for any unit vector ~w in He, the edge e does not extend further than v in direction
~w. We repeat this for all edges incident to v, and consider the intersection co(v) of all the
obtained half-spheres He. For any unit vector ~w in co(v), no edge incident to v extends
further than v in direction ~w. Since v is convex, v is a local maximum in direction ~w.

To compute the prickliness we find a unit vector that lies in the maximum number of cones
of type co(v). To simplify, rather than considering the cones on the sphere, we extend them
until they intersect the boundary of a unit cube Q centered at the origin. The conic regions
of type co(v) intersect the faces of Q in (overlapping) convex regions. Note that finding a
unit vector that lies in the maximum number of regions of type co(v) on S is equivalent to
finding a point on the surface of Q that lies in the maximum number of extended regions of
type co(v). The second problem can be solved by computing the maximum overlap of convex
regions using a topological sweep [4], for each face of the cube. Computing the intersection
between the extended regions of type co(v) (for all convex vertices v) and the boundary of Q
takes O(n logn) time, and topological sweep to find the maximum overlap takes O(n2) time.

I Theorem 3.2. In 2.5D, the prickliness can be computed in O(n2) time.

3.1 Lower bounds
We begin by showing that Ω(n logn) is a lower bound for computing prickliness in 1.5D.
The reduction is from element distinctness, which has an Ω(n logn) lower bound in the
bounded-degree algebraic decision tree model [10]. Let S = {x1, x2, . . . , xn} be n positive
integer elements. We multiply all elements of S by 180/(max S + 1) and obtain a new set S ′.
For each x′

i ∈ S ′, we create a convex vertex vi with se(vi) = [x′
i − ε, x′

i + ε]; refer to Fig. 8.2

2 We sometimes write se(v) = [α, β], where α and β are the angles bounding the sector.
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vi+1

ui ui+1

vi vi+1

wl
i

wr
i

wl
i+1

wr
i+1

(b) (c)

0

90

180

45135

225 315

0

90

180

270

45135

225 315
270

(a)

vi

Figure 8 (a) Sectors associated to the element set {160, 25}. (b) The corresponding convex
vertices. (c) Construction of the terrain.

Figure 9 Instance of the problem of coverage with strips (left), and the equivalent problem of
coverage with rectangles (right).

We place all vi at the same height, place two neighbors next to each vi to satisfy its set
of feasible vectors, and separate the resulting mini-chains with additional vertices that are
high enough to make the neighbors of vi concave, and such that their own feasible set covers
all sets se(vi). Then the prickliness of T is n if and only if all elements in S are distinct.

I Theorem 3.3. The problem of computing the prickliness of a 1.5D terrain has an Ω(n logn)
lower bound in the bounded-degree algebraic decision tree model.

In 2.5D we show that computing prickliness is 3SUM-hard. The reduction is from covering
a square by strips [5]: Given a square Q and m strips of infinite length, does there exist a
point in Q not covered by any of these m strips? The complement of each strip is given
by two half-planes. Consider the 2m half-planes obtained in this way; the question above
is equivalent to whether there is a point in Q covered by m of the half-planes. We now
replace each half-plane by the smallest rectangle that contains the intersection of Q with the
half-plane; see Fig. 9. Let A be the arrangement containing Q and the rectangles.

I Observation 3.4. Any point is covered by at most m+ 1 objects of A. If a point is covered
by m+ 1 objects of A, it lies inside Q.

Similar to the 1.5D case, we now proceed to construct a terrain that has one convex
vertex for each object of A, and whose set of feasible vectors is exactly that object. The full
details of the construction are given in [1].
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Figure 10 Projection of T onto the XY -plane.
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Figure 11 (left) The prickliness values for the terrains we considered. (right) The relation between
the (median) viewshed complextity of the high viewpoints in a terrain and its prickliness.

We construct a terrain T with red, green and blue vertices; refer to Fig. 10. We assign
one red vertex to Q and one to each of the rectangles intersecting it. The red vertices are
placed at height two, and the distance between any pair of them is at least three. Each red
vertex has four green vertices as neighbors, placed such that the extended cone of the red
vertex intersected by the horizontal plane z = 2 is exactly the desired rectangle: the plane
perpendicular to each red-green edge creates a line in the plane z = 2, and these lines can
be chosen freely and independently. We then triangulate the resulting graph, and inside
each completely green triangle we place a blue vertex u that is high enough so that (i) the
three neighboring green vertices become non-convex vertices of T , and (ii) the cone of u
intersected by the horizontal plane z = 2 contains Q. Then if the number of blue vertices is
k, it is not difficult to see that the prickliness of T is m+ k + 1 if and only if there is a point
in Q covered by m rectangles. We obtain:

I Theorem 3.5. The problem of computing the prickliness of a 2.5D terrain is 3SUM-hard.

4 Experiments

We briefly report on some experiments relating the prickliness to the viewshed complexity in
real world 2.5D terrains (see [12] for details). We considered 52 real-world terrains around
the world. They varied in ruggedness, including mountainous regions (Rocky mountains,
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0
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Figure 12 A real-world terrain with 583 vertices from the neighborhood of California Hot Springs
whose prickliness is only 62. On the right the value π~v for vectors near (0, 0, 1).

Himalaya), flat areas (farmlands in the Netherlands), and rolling hills (Sahara), and in
number of vertices. For each of these terrains we computed the prickliness, and the viewsheds
of nine “sufficiently separated” high points on the terrain. We refer to [12] on how we pick
these points exactly. Fig. 11 (left) shows the number of vertices in each of the terrains and
their prickliness. We see that the prickliness is generally much smaller than the number of
vertices. See also Fig. 12. Fig. 11 (right) then shows the relation between the prickliness
and the viewshed complexities. The viewshed complexities seem to scale nicely with the
prickliness. This suggests that the prickliness may indeed be a valuable terrain descriptor.
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Abstract
A t-spanner G for a set S of points in the plane is a weighted graph on the vertex set S, where
the weight of an edge is the Euclidean distance between its endpoints, such that the shortest path
between two points in G is at most t times their Euclidean distance. There has been an increasing
interest in designing algorithms for constructing spanners of low degree. Bakhshesh and Fahri [1]
asked whether the well-known path-greedy spanner algorithm can be used to find plane 5.19-spanners
with maximum degree 3 on convex point sets. In this paper, we prove that path-greedy has a tight
bound of 4 for the maximum degree of 5.19-spanners.

1 Introduction

Let S be a set of points in the plane. We say a graph G with vertex set S is geometric
if each edge has weight equal to the Euclidean distance between its endpoints. For a real
number t > 1, we say that geometric graph G is a t-spanner of S if the shortest path in G
between each pair of vertices is at most t times the Euclidean distance between the vertices.
A spanner is plane if the straight line segments between adjacent vertices of G do not cross
each other, and the degree of a graph is the maximum degree of its vertices. There are several
algorithms and problems related to geometric spanners [4, 6].

One classic example is the path-greedy spanner algorithm. It greedily builds a t-spanner
from a point set S, using t as an input. Path-greedy is well known due to its simplicity.
Algorithm 1 contains its implementation, and Figure 1 contains example outputs of path-
greedy on two different convex point sets.

Algorithm 1: PathGreedy(S, t)
input :A set of S of N points in Rd and a real number t > 1.
output :G(S,E), a t-spanner for S.

1 Sort all
(
n
2
)
pairs of points from S in non-decreasing order of their distances, breaking

ties arbitrarily, and store them in list L;
2 E ← ∅;
3 G← (S,E);
4 for each {p, q} ∈ L do
5 δ ← length of shortest path between p and q in G;
6 if δ > t|pq| then
7 E ← E ∪ {(p, q)};

8 return G(S,E)
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Figure 1 Two spanner graphs outputted by path-greedy on convex point sets, with t = 2.

1.1 Spanners of Low Degree
There has been a growing interest in plane spanners of low degree, since they can be used
to design network topologies. Wireless networks can be modeled as geometric graphs, with
their point set being related to the geographical location of the nodes. In that case, spanners
can be used to design efficient communication amongst the nodes, and having those spanners
be plane and of low degree is helpful for routing [5, 7].

Kanj et al. [5] proved that the lower bound for the maximum degree of t-spanners
for points in convex position is 3. They also proved the bound is tight by providing an
algorithm that finds a plane 20-spanner for convex point sets with maximum degree 3. Their
algorithm guarantees maximum degree of 4 for general point sets. Biniaz et al. [3] designed
another algorithm that constructs a plane

( 3+4π
3
)
-spanner for points in convex position, and

Bakhshesh and Farshi [1] proposed a modified version of path-greedy that also guarantees a( 3+4π
3
)
-spanner of maximum degree 3 for convex point sets.

1.2 Problem and Contribution
The work by Bakhshesh and Farshi lead to a natural question that they posed as an open
problem: Does PathGreedy(S, 3+4π

3 ) construct a plane spanner of maximum degree 3 for
points in convex position?

The answer is no. Here, we show that the maximum degree of PathGreedy(S, 3+4π
3 )

is 4, and that the bound is tight. In Section 2.1, we prove that for all convex point sets
S and all real numbers t ≥ 4.27, the algorithm PathGreedy(S, t) outputs a graph with
maximum degree 4. In Section 2.2, we provide an example point set S∗ such that the degree
of PathGreedy(S∗, 3+4π

3 ) is exactly 4.

2 A Tight Bound for the Maximum Degree of PathGreedy(S, 5.19)

In this section, we first prove that the maximum degree of a t-spanner for t ≥ 4.27 generated
by path-greedy for convex point sets is at most 4. Afterwards we show a convex point set S∗
such that PathGreedy(S∗, 3+4π

3 ) returns a graph with degree 4, alongside its construction.
The construction can be generalized for all spanning ratios greater than or equal to 4.27.

We start with two technical lemmas, the first of which is an exercise in calculus.

I Lemma 2.1. Given two angles α and β such that β ≥ α > 0 and π > α+ β ≥ 3π/4, we
have cosα+ cosβ ≤

√
2−
√

2 J

I Lemma 2.2. Let t ≥
√

2 cos(π/8)√
2 cos(π/8)−1 = 1

1−
√

2−
√

2
≈ 4.262. Given two angles α and β such

that β ≥ α > 0 and π > α+ β ≥ 3π/4:

t sin(α+ β) + sinα− t sin β ≤ 0
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Proof. By the angle-sum identity for sin,

t sin(α+ β) + sinα− t sin β = t sinα cosβ + t sin β cosα+ sinα− t sin β
= (t cosβ + 1) sinα− (t− t cosα) sin β

=
(
t cosβ + 1− sin β

sinαt(1− cosα)
)

sinα

≤ (t cosβ + 1− t(1− cosα)) sinα
( sin β

sinα ≥ 1 since π − α > β ≥ α)
= (cosβ + cosα+ 1/t− 1)t sinα

≤
(√

2−
√

2 + 1/t− 1
)
t

(by Lemma 2.1 and 0 < sinα < 1 since 0 < α < π/2)

≤
(√

2−
√

2 + 1−
√

2−
√

2− 1
)
t = 0

since t ≥ 1
1−
√

2−
√

2
. J

2.1 The Upper Bound
I Theorem 2.3. Given a convex point set S and a spanning ratio t ≥ 4.27, the spanner
graph generated by PathGreedy(S, t) has degree at most 4.

Proof. Assume for a contradiction that vertex v has degree at least 5 in the spanner generated
by PathGreedy(S, t). Let a, b, c, d, and e be five of the vertices that v is connected to.
Assume without loss of generality that they are in clockwise order. Since the point set is
convex, one of the angles ∠avb, ∠bvc, ∠cvd, and ∠dve must be at most π/4. Assume without
loss of generality that ∠avb ≤ π/4.

Let α = ∠vab and β = ∠vba. Assume without loss of generality that |va| ≥ |vb| and thus
that β ≥ α. If |va| = |vb|, assume the edge (v, b) gets processed by path-greedy before edge
(v, a). Since ∠avb ≤ π/4, we have β ≥ α > 0 and π > α+ β ≥ 3π/4 and |va| > |ab|.

v
a

b

P
α

β

Figure 2 Illustration of Theorem 2.3’s proof.

Note that, since |va| > |ab|, path-greedy will scan the edges (a, b) and (v, b) before the
edge (v, a). However, it is not possible for path-greedy to add all three edges (a, b), (v, a),
and (v, b), since |ab|+ |vb| < 2|va|. Thus, since (v, a) and (v, b) are both added, path-greedy
must skip the edge (a, b), which means that the vertices a and b must be connected by some
path P such that:

|P | ≤ t|ab| (1)

By the time path-greedy scans edge (v, a), the vertices v and a will be connected by the
path P + (v, b). Since path-greedy still adds the edge, this means that:
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t|va| < |P |+ |vb| (2)

Combining inequalities (1) and (2):

t|ab|+ |vb| − t|va| > 0. (3)

The sine law for ∆abv, |va|sin β = |vb|
sinα = |ab|

sin(α+β) , implies

|va| = sin β
sin(α+ β) |ab| and (4)

|vb| = sinα
sin(α+ β) |ab| (5)

Substituting (4) and (5) into (3):

t|ab|+ sinα
sin(α+ β) |ab| − t

sin β
sin(α+ β) |ab| > 0 =⇒

t+ sinα
sin(α+ β) − t

sin β
sin(α+ β) > 0 =⇒

t sin(α+ β) + sinα− t sin β > 0 (6)

which contradicts Lemma 2.2. Thus, it is not possible for a vertex v to be connected to five
or more vertices, making the degree of the spanner graph at most 4. J

2.2 The Lower Bound
I Theorem 2.4. There exists a spanner generated by PathGreedy(S, 3+4π

3 ) with degree 4.

Proof. We prove by example. We constructed a convex point set S∗ with no three collinear
points such that the spanner generated by path-greedy has degree 4. The spanner is the
same regardless of how ties are broken. The points in S∗ are shown in Table 1.

Table 1 Coordinates and labels of point set S∗.

a = (9.992,−0.399) a1 = (16.983,−0.749) a2 = (23.970,−1.169) a3 = (27.861,−2.099)
b = (5.258,−8.506) b1 = (12.253,−8.261) b2 = (19.246,−7.946) b3 = (26.235,−7.561)

v = (0, 0) c = (−4.825,−8.758) d = (−10, 0)

c

d

a3

b3

a2

b2

a1

b1

a

b

v

Figure 3 Spanner generated by PathGreedy(S∗, 3+4π
3 ).

We can confirm that PathGreedy(S∗, 3+4π
3 ) has degree 4 by running the algorithm.

Figure 3 shows the spanner generated in this process. J
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2.2.1 Construction of S∗

The points were not chosen at random, of course. First, point v was fixed at the origin.
Then, points a, b, c, d were chosen such that |va| ≈ |vb| ≈ |vc| ≈ |vd| ≈ 10. Angles ∠cvd
and ∠bvc are both slightly above π/3, and ∠avb is slightly below π/3, such that ∠dva < π.
To maintain convexity and non-collinearity, all the angles ∠vaa1, ∠aa1a2, ∠a1a2a3, ∠b3b2b1,
and ∠b2b1b are below π.

The edges (a, a1), (a1, a2), (a2, a3), (a3, b3), (b3, b2), (b2, b1), and (b1, b) have length less
than |ab|, so that the path P consisting of them is entirely added by path-greedy. It is crucial
that |P | ≤ ( 3+4π

3 )|ab|, so the edge (a, b) is not added, and |P | + |vb| > ( 3+4π
3 )|va|, so the

edges (v, b) and (v, a) are both added. This is a scenario similar to the one explored in the
proof of Theorem 2.3.

3 Conclusion

In this paper, we addressed the maximum degree of the path-greedy spanner algorithm’s
output for convex point sets. We proved that, for a convex point set S and a real number
t ≥ 4.27, the t-spanner generated by PathGreedy(S, t) will have its degree upper bounded
by 4. Further, we showed an example point set S∗ such that PathGreedy(S∗, 3+4π

3 ) has
degree 4, proving the bound for the maximum degree of path-greedy 3+4π

3 -spanner of 4 is
tight. This solved part of an open problem suggested in [1].

Discovering whether the graph output of PathGreedy(S, 3+4π
3 ) for convex point sets

S is plane remains an open problem, which we intend to explore.
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1 Introduction

A central topic in graph drawing are high quality drawings which are not necessarily planar.
A natural criterion for the quality of a drawing is the number of edge crossings. However, it
is NP-hard to compute the minimum number of crossings of a graph G across all possible
drawings of G, also referred to as the crossing number of G, cr(G) [7]. Meaningful upper
and lower bounds, as well as heuristic, approximation, and parameterized algorithms, have
hence been a major focus [3].

Drawing edges as straight-line segments arguably simplifies any drawing. One classic
variant is hence the rectilinear crossing number cr(G) of a graph G, that is, the minimum
number of crossings across all straight-line drawings of G. Clearly cr(G) ≤ cr(G) for any
graph G. The straight-line restriction can increase the crossing number arbitrarily: Bienstock
and Dean [2] showed that for every k there exists a graph G such that cr(G) = 4 and
cr(G) = k.

In recent years there has been particular interest in drawings of beyond-planar graphs,
which are characterized by certain forbidden crossing configurations of the edges; see the
recent survey by Didimo et al. [6]. In this paper we study the relation between the crossing
number restricted to beyond-planar drawings, and the (unrestricted) crossing number. The
restricted crossing number crF (G) of a graph G is the minimum number of crossings required
to draw G such that the drawing belongs to the beyond-planar family F . For a beyond-
planar family F , the crossing ratio %F is defined as %F = supG∈F crF (G)/cr(G), that is, the
supremum over all graphs in F of the ratio between the restricted crossing number and the
(unrestricted) crossing number.

Results Chimani et al. [5] gave bounds on the crossing ratio for the 1-planar, quasi-planar,
and fan-planar families. These results show that there exist graphs that have significantly
larger crossing numbers when drawn with the beyond-planar restrictions. Their 1-planarity
bound also applies to k-planarity when allowing parallel edges. We show that parallel edges
are not needed when extending their proof to k-planarity. To do so, we introduce the concept
of k-planar compound edges, which exhibit essentially the same behavior as k parallel edges.
See the full paper for details. In Section 2 and the full paper we show how to extend their
proof constructions to four additional classes of beyond-planar graphs. In Section 3 we
introduce the concept of `-bundles which allow us to prove tight bounds on the crossing ratio
for families of graphs where these bounds are quadratic in the number n of vertices.

All bounds are summarized in Table 1. Bounds that are tight for a fixed k are indicated
in boldface. In the full paper we show that all bounds also apply to straight-line drawings.

2 (k, l)-Grid-Free and k-Gap-Planar

Chimani et al. [5] use the notion of extended edges, which we refer to as `-compound edges: an `-
compound edge xy is a combination of the edge xy and a set Πxy of `−1 paths of length two all
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Table 1 Bounds for the supremum % of the ratio between crossing numbers, for our upper bounds
we assume the drawings to be simple, that is, two edges share at most one point.

Family Forbidden Configurations Lower Upper

k-planar An edge crossed more
than k times

k = 2
Ω(n/k)
(full paper)

O(k
√

kn)
(full paper)

k-quasi-planar k pairwise crossing edges
k = 3

Ω(n/k3)
[5]

f(k)n2 log2 n

[5]

Fan-planar

Two independent edges
crossing a third or two
adjacent edges crossing

another edge from
different "sides"

Ω(n) [5] O(n2) [5]

(k, l)-grid-free

Set of k edges such that
each edge crosses each
edge from a set of l

edges.

k, l = 2
Ω

(
n

kl(k + l)

)

(Section 2.1)
g(k, l)n2

(Section 2.1)

k-gap-planar
More than k crossings

mapped to an edge in an
optimal mapping

k = 1
Ω(n/k3)
(Section 2.2)

O(k
√

kn)
(Section 2.2)

Skewness-k
Set of crossings not
covered by at most k

edges

k = 1
Ω(n/k)
(full paper)

O(kn + k2)
(full paper)

k-apex
Set of crossings not
covered by at most k

vertices

k = 1
Ω(n/k)
(full paper)

O(k2n2 + k4)
(full paper)

Planarly
connected

Two crossing edges that
do not have two of their
endpoint connected by a

crossing-free edge

Ω(n2)
(Section 3.1)

O(n2)
(Section 3.1)

k-fan-crossing-
free

An edge that crosses k

adjacent edges

k = 2

Ω(n2/k3)
(Section 3.2)

O(k2n2)
(Section 3.2)

Straight-
line RAC

Two edges crossing at an
angle < π

2

Ω(n2)
(full paper)

O(n2)
(full paper)

`

x

y

Figure 1 An `-
compound edge.

connecting x and y (see Figure 1). We indicate `-compound edges with
thick blue lines. In their Lemma 5, Chimani et al. show that if two `-
compound edges cross in a drawing Γ, then Γ contains at least ` crossings.
They then use closed curves to separate the endpoints of an `-compound
edge to prove that a drawing contains at least ` crossings. They use this
technique to prove bounds on the crossing ratio for k-quasi-planarity
and fan-planarity and conjectured that similar constructions could be
used on additional families of beyond-planar graphs. Using similar proof
structures, in this section we extend their results to two more classes
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of beyond-planar graphs: (k, l)-grid-free graphs and k-gap-planar graphs. For both of the
classes we achieve lower bounds on the crossing ratio which are linear in the number of
vertices n. For the (k, l)-grid-free crossing ratio we provide a general bound for all k > 1
and l > 1. For the k-gap-planar crossing ratio, we first provide a tight lower bound for
1-gap-planarity and then show how to extend it to a bound for k-gap-planarity.

2.1 (k, l)-Grid-Free Graphs

In a (k, l)-grid-free drawing it is forbidden to have a k × l grid, that is, a set of k edges
that cross a set of l edges. We show that %k,l−grid−free ∈ Ω

( n

kl(k + l)

)
by creating a graph

where a (k, l)-grid occurs when we draw all grid edges (drawn in black) in the same face of a
cycle of `-compound edges (see Figure 2). By Lemma 5 of [5] if two edges in the cycle cross
there would be at least ` crossings. In an (k, l)-grid-free drawing, one grid edge has to be
drawn in the same face (with respect to the cycle) as the vertex x and must hence cross an
`-compound edge (drawn in blue), incurring ` crossings.

u1

u3

u4

u5

u6u7

u8

u9

u10

x x

u1

u3

u4

u5

u6u7

u8

u9

u10

Figure 2 Left: drawing of G` with cr(G`) ≤ 6; Right: (2, 3)-grid-free drawing of G` with
cr2,3−grid−free(G`) ≥ `, `-compound edges drawn with thick blue lines.

2.2 k-Gap-Planar Graphs

In a k-gap-planar drawing every crossing is assigned to one of the two edges involved. No
more than k crossings can be assigned to a single edge. We first describe our lower bound
construction for k = 1 and then show how to extend it to larger k. As before we create
a cycle C of length eight of `-compound edges and connect each vertex of the cycle to an
additional vertex x using a further eight `-compound edges. Again by Lemma 5 of [5] none
of the `-compound edges can cross. We add four single edges which connect diametrically
opposite vertices of C. See Figure 3 (left): `-compound edges are indicated in blue, single
edges in black. In a 1-gap-planar drawing one single edge has to be drawn in the same
face (with respect to the cycle) as the vertex x and must hence cross an `-compound edge,
incurring ` crossings.

To prove a lower bound for k-gap-planarity, we can use exactly the same construction as
above starting with a cycle of length 8k. Our lower bound %k−gap ∈ Ω(n/k3) is cubic in 1/k

and hence in general does not match the upper bound.

EuroCG’21



36:4 Crossing Numbers of Beyond-Planar Graphs Revisited

x

u1 u2
u3

u4

u5u6

u7

u8

x

u2u1
u3

u4

u5u6

u7

u8

Figure 3 Left: drawing of G` with cr(G`) ≤ 6; Right: 1-gap-planar drawing of G` with
cr1−gap(G`) ≥ `, `-compound edges are drawn with thick blue lines.

3 Planarly Connected Graphs and k-Fan-Crossing-Free Graphs

In this section we introduce the concept of `2-bundles and `3-bundles, which are sets of `

paths of length two or three, respectively, all connecting the same two vertices (see Figure 4).
We indicate `2-bundles and `3-bundles with thick red and green lines, respectively. The
vertices that are interior to a bundle have degree two. Two crossing bundles result in a
quadratic number of crossings. We show how to enforce such crossings to prove tight bounds
on the crossing ratio. Lemma 1, proven in the full paper, argues that there is a planarly
connected drawing that is crossing minimal in which `2-bundles do not cross themselves and
no vertex lies between two consecutive paths of the same `2-bundle.

` `

Figure 4 Left: an `2-bundle; Right: an `3-bundle; drawn as a thick red or green line, respecitvely.

3.1 Planarly Connected Graphs
In a planarly connected drawing two edges can cross only if their endpoints are connected by
another edge which has no crossings. We show that %pl−con ∈ Ω(n2) using `2-bundles.

I Lemma 1. If a planarly connected graph G contains `2-bundles, then there is a planarly
connected crossing-minimal drawing Γ of G in which paths from the same `2-bundle do not
cross each other, all paths of the same `2-bundle cross the same edges, and no vertex lies
between two consecutive paths of the same `2-bundle.

I Theorem 2. For every ` ≥ 2 there exists a planarly connected graph G` with n = 7` + 6
vertices such that crpl−con(G`) ≥ `2 and cr(G`) ≤ 1. Thus, %pl−con ∈ Θ(n2).

Proof. The upper bound %pl−con ∈ O(n2) follows directly from the fact that a planarly
connected graph with n vertices has at most cn edges, where c is a constant [1].
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u1

u2 u3

u4

u5u6

u1

u2 u5

u4

u3u6

Figure 5 Left: drawing of G` with cr(G`) = 1; Right: planarly connected drawing of G` with
crpl−con(G`) = `2, `2-bundles are drawn with thick red lines.

For the lower bound, we construct a graph G`. Start with an 6-cycle 〈u1, u2, . . . , u6〉, and
an edge u1u4, resulting in the graph G′. Replace each edge in G′ with an `2-bundle. The
graph G` has n = 7` + 6 vertices and admits a drawing with only one crossing (see Figure 5,
left).

By Lemma 1 there is a planarly connected crossing-minimal drawing Γ of G` in which for
every `2-bundle its edges do not cross each other, all paths cross the same edges, and no vertex
lies between two consecutive paths. Let C be the cycle of `2-bundles C = 〈u1, u4, u5, u6〉. If
C crosses itself in Γ, then there are `2 crossings. Otherwise C is drawn without crossings in Γ
and defines two faces of size 8. The other faces do not contain vertices of Γ in their interior.
Thus, u2 and u3 can either be drawn in the same face defined by C, or in different faces. If
they are drawn in the same face, Γ cannot be planarly connected: a simple case distinction
shows that there has to be a crossing between two edges whose endpoints are not connected
by any other edge. Specifically, there is a crossing between either u1u2 and u3u4, u1u2 and
u3u6, u2u5 and u3u6 or u2u5 and u3u4. These are all not allowed, as each time there is
no edge connecting the two edges. If u2 and u3 are drawn in different faces defined by C,
then the `2-bundle u2u3 has to cross C. As C is composed of `2-bundles, there are ` cycles,
distinct in edges, all separating u3 and u4. All the ` distinct paths in the `2-bundle u2u3
have to cross the ` distinct (in edges) cycles in C. Therefore, Γ has at least `2 crossings. J

3.2 k-Fan-Crossing-Free Graphs
In a k-fan-crossing-free drawing it is forbidden for an edge to cross k edges which
are adjacent to the same vertex. While it is possible for an edge to “weave”
through an `2-bundle with ` ≤ 2k − 2 (see right), no edge can cross an `2-bundle
with ` ≥ 2k − 1. In contrast, `3 bundles can be crossed for any `. We show that
%fan−free ∈ Ω(n2) and %k−fan−free ∈ Ω(n2/k3) using `2-bundles to force `3-bundles
to cross.

I Lemma 3. Let G be a k-fan-crossing-free graph and let p be the length of the
longest simple path in G. If G contains `2-bundles with ` ≥ 2p(k− 1) + 1, then in
any crossing-minimal k-fan-crossing-free drawing of G the edges in the `2-bundles
have no crossings.

I Theorem 4. For every ` ≥ 95 there exists a fan-crossing-free graph G` with n = 75` + 16
vertices such that crfan−free(G`) ≥ `2/2 and cr(G`) ≤ 2. Thus, %fan−free ∈ Θ(n2).

Proof. The upper bound %pl−con ∈ O(n2) follows directly from the fact that a fan-crossing-
free graph with n vertices can have at most 4n− 8 edges [4].
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Figure 6 Left: drawing of G` with cr(G`) ≤ 2; Right: fan-crossing-free drawing of G` with
crfan−free(G`) ≥ `2. Thick thick red (green) lines represent `2-bundles (`3-bundles).

For the lower bound we construct a graph G`, see Figure 6. We start with a 10-cycle C =
〈u1, u2 . . . , u10〉. We add five vertices f1, f2, . . . , f5 and add the edges fiu2i−2, fiu2i−1, fiu2i

for i = 1, 2, . . . , 5. We add a new vertex x and connect it to each fi for i = 1, 2, . . . , 5.
We then replace each edge fiuj by an `2-bundle and replace each edge xfi and uiuj by an
`3-bundle. Finally, we add the regular edges u1u5, u1u7, and u3u9. The resulting graph G`

has n = 75` + 16 vertices and admits a drawing with only two crossings (see Figure 6, left).
In G` there is a cycle F = 〈f1, u2, f2, u4, f3, u6, f4, u8, f5, u10〉 of `2-bundles. There are

10+5+1 = 16 vertices which are not interior to bundles. The longest path can use at most two
vertices inside each bundle and has length at most 48−1 = 47. Since ` ≥ 95 = 2·47·(2−1)+1,
by Lemma 3, all `2-bundles must be drawn without crossings and F must be drawn plane. If
u1, u3, u5, u7, and u9 all lie in the same face of F then we are effectively in the situation
depicted in Figure 6 (left) and the drawing is not fan-crossing-free. Hence u1, u3, u5, u7, and
u9 must distribute over the two faces of F . Specifically, we can assume that there a vertex
ui, i ∈ {1, 3, 5, 7, 9}, such that ui lies in the same face of F as x.

We consider the cycle Z consisting of the two `2-bundles between ui and f(i+1)/2 and
between f(i+1)/2 and ui−1, and the `3-bundle between ui and ui−1. Symmetrically, we can
consider the cycle Z ′ involving ui+1 instead of ui−1. The vertex x can lie within any face
of the `3-bundle. Consider the cycles formed by each path of the `3-bundle together with
the two `2-bundles. These cycles divide the plan into two faces. We say that the exterior
face of each cycle is the face that contains F . We say that x lies in the exterior of Z (Z ′,
respectively), if it lies in the exterior face of `/2 of these cycles. Otherwise, x lies in the
interior of Z (Z ′, respectively). Observe that x lies either in the interior of Z, or in the
interior of Z ′, or in the exterior of both.

If x lies in the exterior face of both Z and Z ′, then the `3-bundle connecting x and
f(i+1)/2 crosses at least `/2 paths in either Z or Z ′ (see Figure 6, right, with ui = u3 and
f(i+1)/2 = f2). If x lies in the interior face of Z, then (by definition of the faces of Z) there
is an fj 6= f(i+1)/2 which lies in the exterior face of Z. The `3-bundle connecting x and fj

crosses at least `/2 paths in Z. The argument for Z ′ is symmetric. J
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The proof can be extended to k-fan-crossing-free graphs by creating a cycle C of length
6 + 2k which results in a graph with 3/2 · (6 + 2k) + 1 = 10 + 3k vertices not interior to
bundles and a longest path of length at most 29 + 9k. Since no path should be able to cross
the `2-bundles, we require that ` ≥ 2 · (29 + 9k) · (k − 1) + 1 = 18k2 + 40k − 57.

I Corollary 5. For every ` ≥ 18k2 + 40k − 57 there exists a k-fan-crossing-free graph Gk
`

with n = 15k` + 45` + 3k + 10 vertices such that crk−fan−free(Gk
` ) ≥ `2 and cr(Gk

` ) ≤ k. Thus,
%k−fan−free ∈ Ω(n2/k3).
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Abstract
The problem widely known as Moser’s Square Packing Problem asks for the smallest area A such
that for any set S of squares of total area 1, there exists a rectangle R of area A into which the
squares in S permit an internally-disjoint, axis-parallel packing. It was formulated by Moser [7] in
1966 and remains unsolved so far. The best known lower bound of 2+

√
3

3 ≤ A is due to Novotný [8]
and has been shown to be sufficient for up to 11 squares by Platz [11], while Hougardy [1] and
Ilhan [2] have established that A < 1.37.
In this paper, we reduce Moser’s Square Packing Problem to a problem on a finite set of squares
in the following sense: We show how to compute a natural number N such that it is enough to
determine the value of A for sets containing at most N squares with total area 1.

Related Version arXiv:2103.06597

1 Introduction

In 1966, Leo Moser [7] asked for the minimum area A such that for any (possibly infinite)
set S of squares of total area 1, there exists a rectangle R of area A and an axis-parallel,
internally disjoint packing of S into R. The first bounds of 1.2 < A ≤ 2 were provided by
Moon and Moser [6] in 1967. Their idea was generalized by Meir and Moser [5] to prove the
following theorem:

I Theorem 1. For k ∈ N>0, any (possibly infinite) set of k-dimensional hypercubes with
edge lengths given by x1 ≥ x2 ≥ . . . and finite total volume V permits an axis-parallel,
internally disjoint packing into any rectangular parallelepiped with edge lengths a1, . . . , ak
satisfying aj ≥ x1 for all j = 1 . . . , k as well as xk1 + Πk

j=1(aj − x1) ≥ V.

The special case k = 2 has found several applications in subsequent works [9], [1].
In 1970, Kleitman and Krieger [3] proved an upper bound of A ≤

√
3 < 1.733, which they

could improve to 4√
6 < 1.633 for finite sets of squares [4]. Their argument was generalized

to the case of possibly infinite families of squares by Zernisch [12] in 2012.
The best known lower bound of 2+

√
3

3 , which is actually believed to be the correct answer
to the problem, was provided by Novotný [8] in 1995 (see Figure 1). For packing up to 5
squares, he proved that an area of 2+

√
3

3 indeed suffices [10], which was extended to up to
11 squares by Platz [11]. Moreover, using the results from [5] and [4], Novotný [9] proved
an upper bound of A < 1.53 for the general case of possibly infinitely many squares.
The best known upper bound of A < 1.37 is due to Hougardy [1] and Ilhan [2].
In this paper, we present a general approach that allows us to reduce the task of showing that
any set of squares of total area 1 can be packed into a rectangle of area 2+

√
3

3 ≤ F ≤ 1.37 to
the problem of proving this statement for finite sets containing at most N squares, where
N is a natural number that can be easily computed.
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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2√
6

1√
2 + 2√

6

s2 = s3 = s4 = 1√
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Figure 1 The lower bound example provided by Novotný.

2 Reduction to a Finite Number of Squares

Let a target area F ≥ 2+
√

3
3 be given. This section shows how to compute a natural number

N(F ) with the following property: If for any set of at most N(F ) squares of total area 1,
there exists a rectangle of area F into which these squares can be packed axis-parallel and
internally disjoint, then the same statement holds for any, possibly infinite set of squares of
total area 1.
From the way we computeN(F ), it is not hard to see thatN := max{N(F ), F ∈ [ 2+

√
3

3 , 1.37]}
exists and is attained by N( 2+

√
3

3 ) > 4. Note that these properties already imply that if we
denote the correct answer to Moser’s Square Packing Problem (when restricted to finite sets
containing at most N squares) by A (A′), then A = A′.
In order to determine numbers N(F ), F ∈ [ 2+

√
3

3 , 1.37] as promised, we first note that with-
out loss of generality, we can assume a set of squares of total area 1 to be given by a
non-increasing sequence s1 ≥ s2 ≥ . . . of non-negative edge lengths satisfying

∑∞
i=1 s

2
i = 1.

This is because for any set S of squares of total area 1, the number of squares in S with
edge lengths in [ 1

n+1 ,
1
n ] for some fixed positive integer n must be finite, and squares of edge

length zero do not influence the packing task. For a given sequence s1 ≥ s2 ≥ . . . , we denote
the corresponding squares by S1, S2, . . . .
We further observe that if s1 is small enough, the criterion established by Meir and Moser
provides a packing of S into a rectangle of area F , so we can assume that s1 is greater than
a certain constant. Next, we show that there exists constants N0(F ) and c(F ) with the
following properties: If the total area of the squares with indices N0(F ) + 1, N0(F ) + 2, . . .
amounts to more than c(F )2, (implying that the total area of the first N0(F ) largest squares
is less than 1− c2(F ),) then their edge lengths must be "small" and they can, therefore, be
packed "efficiently". On the other hand, if the total area of SN0(F )+1, SN0(F )+2, . . . is at
most c(F )2, then we also know that there must be some N0(F ) + 1 ≤ n ≤ be2 ·N0(F )c such
that sn ≤ c√

n
. For such n, we show that for any packing of the first n squares into a rect-

angle of area F , the remaining squares can be accommodated in the arising whitespace (see
Definition 2). This implies that it suffices to consider sets of at most N(F ) := be2 ·N0(F )c
squares to find the correct answer to Moser’s Square Packing Problem. The remainder of
this section provides the omitted details. Let F ≥ 2+

√
3

3 be fixed.

I Definition 2 (whitespace). Let a closed rectangle R and a set S of closed squares be given,
such that each of the squares in S is contained within R and the interiors of two distinct
squares from S do not intersect. We define the whitespace whitespace(R,S) arising from
this packing of the squares in S into R to equal whitespace(R,S) := R\⋃S∈S S, where for
a set A of points in the Euclidean plane, Ā denotes its topological closure.

I Lemma 3. Let c :=
√( 3

10
)2 + F−1

5 − 3
10 . Then for n ≥ max{(10F + 1

10 )2, 100c2} and any
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a1

a2

x

x ≥ V

Figure 2 Visualization of the condition established by Meir and Moser for k = 2. The picture
does not indicate the packing strategy applied to prove the respective result.

packing of n squares of total area at most 1 into a rectangle with edge lengths 1
10 ≤W ≤ H

and area W ·H = F , any set of squares of total area at most c2 and maximum edge length
at most c√

n
permits an axis-parallel, internally disjoint packing into the arising whitespace.

Proof. Let n ≥ max{(10F + 1
10 )2, 100c2} be a natural number and let n squares S1, . . . , Sn

with edge lengths s1, . . . , sn and total area at most 1 be given. Consider a packing of these
squares into an enclosing rectangle R with edge lengths 1

10 ≤W ≤ H and area F .
Moreover, let a set of squares of total area at most c2 and maximum edge length at most
c√
n
be given by a sequence c√

n
≥ sn+1 ≥ sn+2 ≥ . . . . For a finite set, we have sj = 0 from

some point on.
Let k ≥ n + 1 and assume that squares of edge lengths sn+1, . . . , sk−1 have already been
accommodated within the whitespace. Our goal is to find a lower bound on the area of the
set of points in R that serve as potential midpoints for squares of edge length sk contained
in the remaining whitespace. If we can provide a positive lower bound on the area of the
set of potential square midpoints for each k ≥ n + 1 for which sk > 0, this in particular
implies that this set will never be empty. Hence, we can inductively construct a packing
of the squares with edge length sn+1 ≥ sn+2 ≥ . . . into the whitespace by always placing
the next square at the lexicographically minimum feasible position. The latter exists as the
space of feasible positions is compact.
Let k ≥ n+1 such that sk > 0 and assume that squares (Si)k−1

i=n+1 with edge lengths (si)k−1
i=n+1

have been placed axis-parallel and internally disjoint within the whitespace. Observe that
the square of edge length sk with midpoint p ∈ R is contained within the (remaining)
whitespace if and only if the l∞-distance of p to each of the Si for i = 1, . . . , k − 1 and to
the boundary of R is at least sk

2 . For i = 1, . . . , k − 1, let S′i denote the square arising from
Si by extending it by sk

2 in positive and negative x- and y-direction and let Fi := S′i\Si
for i = 1, . . . , n. Moreover, let R′ be the rectangle with edge lengths W − sk an H − sk
lying centered within R (note that sk ≤ c√

n
≤ 1

10 ≤ W ≤ H by our choice of n) and let
further FR := R\R′. Then, for a point p openly contained in the original whitespace, the
square with midpoint p and edge length sk is contained in the remaining whitespace after
additionally packing (Si)k−1

i=n+1 if and only if p is not openly contained within any of the
frames (Fi)ni=1 around the squares (Si)ni=1, any of the squares (S′i)k−1

i=n+1, or the frame FR
inscribed into R. Figure 3 illustrates the case k = n + 1. In particular, as the area of
the (original) whitespace is at least F − 1, the area of the set M of potential midpoints of
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×

Figure 3 The white area that is not shaded remains feasible for midpoints of whitespace squares.

whitespace squares amounts to

area(M) ≥ F − 1−
n∑

i=1
area(Fi)− area(FR)−

k−1∑

i=n+1
area(S′i).

We have area(Fi) = 4 · si ·
sk
2 + 4 ·

(sk
2

)2
= 2 · sk · si + s2

k

and area(FR) = 2 · (H +W ) · sk2 − 4 ·
(sk

2

)2
= (H +W ) · sk − s2

k.

By the inequality between arithmetic and quadratic mean, we know that
∑n
i=1 si
n

≤
√∑n

i=1 s
2
i

n
≤
√

1
n

⇒
n∑

i=1
si ≤

√
n.

We further have H = F
W and W ∈ [ 1

10 ,
√
F ] since 1

10 ≤ W ≤ H, so by convexity of the
function [ 1

10 ,
√
F ]→ R+,W 7→W + F

W , which attains its minimum at
√
F and is, therefore,

monotonically decreasing, it follows that

W +H ≤ 1
10 + F

1
10

= 10F + 1
10 ≤

√
n,

where the last inequality is implied by our choice of n. Moreover,

k−1∑

i=n+1
area(S′i) =

k−1∑

i=n+1
(si + sk)2 ≤

k−1∑

i=n+1
(2si)2 = 4

k−1∑

i=n+1
s2
i ≤ 4(c2 − s2

k),

because the sequence (si)i≥n+1 is non-increasing. Hence, we obtain

area(M) ≥ F − 1−
n∑

i=1
(2 · si · sk + s2

k)− ((W +H) · sk − s2
k)− 4(c2 − s2

k)

≥ F − 1− 2
√
n · sk − n · s2

k −
√
n · sk + s2

k − 4c2 + 4s2
k

> F − 1− 4c2 − 3
√
n · sk − n · s2

k

and we need to see that the latter term is non-negative whenever sk > 0. To this end, we
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first want to show that our choice of c implies 4 · c2 ≤ F. We have

4 · c2 ≤ F (1)

⇔ 4 ·
(√(

3
10

)2
+ F − 1

5 − 3
10

)2

≤ F

⇔ 4 ·
((

3
10

)2
+ F − 1

5

)
− 8 ·

√(
3
10

)2
+ F − 1

5 · 3
10 + 4 ·

(
3
10

)2
≤ F

⇔ 9
25 + 4

5 · F −
4
5 + 9

25 ≤ F + 12
5 ·

√(
3
10

)2
+ F − 1

5

⇔ 18
25 −

20
25 ≤ F

5 + 12
5 ·

√(
3
10

)2
+ F − 1

5

⇔ − 2
25 ≤ F

5 + 12
5 ·

√(
3
10

)2
+ F − 1

5 ,

which is true since the left hand side is negative and the right hand side is positive as F > 1.
Now, we show that 0 < sk ≤ c√

n
and our assumptions on c and n imply that

F − 1− 4c2 − 3
√
n · sk − n · s2

k ≥ 0.

As F − 1− 4c2 − 3
√
n · x− n · x2 = 0 if and only if

x = 1√
n
·
(
−3

2 −
√

9
4 + F − 1− 4c2

)
or x = 1√

n
·
(
−3

2 +
√

9
4 + F − 1− 4c2

)
,

where the discriminant is positive by (1), we know that area(M) > 0, provided that
sk ≤ 1√

n
·
(
− 3

2 +
√

9
4 + F − 1− 4c2

)
. To this end, as sk ≤ c√

n
, it suffices to see that we

have c ≤ −3
2 +

√
9
4 + F − 1− 4c2, or, equivalently, c + 3

2 ≤
√

9
4 + F − 1− 4c2 respectively

(c+ 3
2 )2 ≤ 9

4 + F − 1− 4c2 since c > 0. We get
(
c+ 3

2

)2
≤ 9

4 + F − 1− 4c2

⇔ c2 + 3c+ 9
4 ≤ 9

4 + F − 1− 4c2

⇔ 5c2 + 3c− (F − 1) ≤ 0

⇔ c2 + 3
5c−

F − 1
5 ≤ 0,

which is equivalent to − 3
10 −

√( 3
10
)2 + F−1

5 ≤ c ≤ − 3
10 +

√( 3
10
)2 + F−1

5 and follows from
our choice of c and since the left hand term is negative.
Hence, whenever sk > 0, the set of feasible midpoint locations for the respective square is
non-empty, which concludes the proof. J

I Lemma 4. Let c be defined as in Lemma 3 and let δ := F − 1
10F
c2 + 1

10
. Then any set of squares

with total area V satisfying c2 ≤ V ≤ 1 and maximum edge length at most δ can be packed
into any rectangle of area F · V with greater edge length at most 10F .
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rectangle R′ of area F ·
∑N0

i=1 s2
i

containing the first N0 squares

δ

δ

← Meir-Moser rectangle R′′

of area F ·∑∞i=N0+1 s
2
i

Figure 4 Gluing together R′ and R′′ provides the desired packing.

I Lemma 5. Let c be as in Lemma 3, δ as in Lemma 4 and define N0 := max{1, b 1
δ2 c}.

Assume that for any set S of at most N0 squares of total area 1, there exists a rectangle R
of area F into which the squares in S can be packed axis-parallel and internally disjoint.
Then for any non-increasing sequence of non-negative numbers (si)i∈N+ satisfying s1 ≥ 1

10 ,∑∞
i=1 s

2
i = 1 and

∑∞
i=N0+1 s

2
i ≥ c2, there is a rectangle R of area F into which the squares

with edge lengths given by (si)i∈N+ permit an axis-parallel, internally disjoint packing.

Proof. Let (si)i∈N+ be as in the lemma. Note that since s1 ≥ 1
10 , the total area of the

first N0 squares is strictly positive. Apply the assumption stated for sets of at most N0
squares to the set of squares the edge lengths of which arise from the sequence (si)N0

i=1 by
normalizing the area

∑N0
i=1 s

2
i to 1, and then scale back. We obtain a rectangle R′ of area

F ·∑N0
i=1 s

2
i ≤ F into which we can pack the squares with edge lengths s1, . . . , sN0 . Let W ′

be the smaller edge length of R′. Then

1
10 ≤ s1 ≤W ′ ≤

√
F ·

√√√√
N0∑

i=1
s2
i ≤
√
F .

Let V :=
∑∞
i=N0+1 s

2
i and let R′′ be the rectangle with edge lengths W ′ and FV

W ′ . Then
c2 ≤ V ≤ 1 and for the greater edge length H ′′ of R′′, we have

H ′′ = max
{
W ′,

FV

W ′

}
≤ max

{√
F ,

F
1

10

}
= 10F.

Additionally, s1 ≥ · · · ≥ sN0 ≥ sN0+1 and
∑∞
i=1 s

2
i = 1 yield sN0+1 ≤ 1√

N0+1 ≤ δ, so by
Lemma 4, we can pack the squares with edge lengths sN0+1, sN0+2, . . . into the rectangle
R′′. Gluing R′ and R′′ together at the edge of length W ′ yields a rectangle R of area

F ·
(
N0∑

i=1
s2
i +

∞∑

i=N0+1
s2
i

)
= F

containing all squares (see Figure 4). J

I Theorem 6. Let N0 as in Lemma 5 and c as in Lemma 3 and define
N1 := bmax{N0,

(
10F + 1

10
)2
, 100c2}c and N := be2 ·N1c.

Then any set of squares of total area 1 can be packed into some rectangle of total area F ,
provided this holds for any set of at most N squares of total area 1.
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Proof of Theorem 6. Note that for any natural number n, we have

ln(n+ 1) =
∫ n+1

1

1
x
dx ≤

n∑

i=1
(i+ 1− i) · 1

i
=

n∑

i=1

1
i

= 1 +
n∑

i=2

1
i

= 1 +
n−1∑

i=1
(i+ 1− i) · 1

i+ 1 ≤ 1 +
∫ n

1

1
x
dx = ln(n) + 1

⇒ ln(n+ 1) ≤
n∑

i=1

1
i
≤ ln(n) + 1.

By our choice of N and since N1 ≥ bN0c = N0 ≥ 1, we have

N∑

i=N1+1

1
i

=
N∑

i=1

1
i
−

N1∑

i=1

1
i
≥ ln(N + 1)− ln(N1)− 1 ≥ ln(e2N1)− ln(N1)− 1

= ln
(

e2N1
N1

)
− 1 = ln(e2)− 1 = 2− 1 = 1.

In particular,
N∑

i=N1+1

c2

i
≥ c2. (2)

Consider any set of squares of total area 1 and the corresponding non-increasing sequence
(si)i∈N+ of edge lengths. If s1 ≤ 1

10 , we are done by Theorem 1.
So assume s1 >

1
10 . If

∑∞
i=N1+1 s

2
i ≥ c2, then we are done by Lemma 5 and our assumption

since N0 ≤ N1 because N0 is integral and, therefore, also
∑∞
i=N0+1 s

2
i ≥ c2. Hence, we

can further assume that
∑∞
i=N1+1 s

2
i < c2. As

∑N
i=N1+1

c2

i ≥ c2 by (2), we cannot have
si ≥ c√

i
for all N1 + 1 ≤ i ≤ N , so there is N1 + 1 ≤ n ≤ N with sn < c√

n
. By our packing

assumption for sets of at most N ≥ n squares, we know that the squares with edge lengths
s1, . . . , sn−1,

√
1−∑n−1

i=1 s
2
i ≥ sn can be packed into some rectangle of area F , so this in

particular also holds for the squares with edge lengths s1, . . . , sn. But now, as we also have∑∞
i=n+1 s

2
i ≤

∑∞
i=N1+1 s

2
i < c2 and c√

n
≥ sn ≥ sn+1 ≥ sn+2 ≥ . . . , we can apply Lemma 3,

knowing that n ≥ N1 + 1 ≥ max{(10F + 1
10 )2, 100c2}, to conclude the proof. J

For F = 2+
√

3
3 , a straightforward application of the previous arguments results in value of

N = 692, 741, 307. With a little more effort, one can improve this to N = 3, 629, 689.
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Abstract
A k-crossing family in a point set S in general position is a set of k segments spanned by points of S
such that all k segments mutually cross. In this short note we present two statements on crossing
families which are based on sets of small cardinality: (1) Any set of at least 15 points contains a
crossing family of size 4. (2) There are sets of n points which do not contain a crossing family of
size larger than 4d n20e < n

5 + 4. Both results improve the previously best known bounds.

1 Introduction

Let S be a set of n points in the Euclidean plane in general position, that is, no three points
in S are collinear. A segment of S is a line segment with its two endpoints (which we will
also call vertices) being points of S.

I Definition 1.1. A k-crossing family in a point set S is a set of k segments spanned by
points of S such that all k segments mutually cross in their interior.

For a point set S, let cf(S) be the maximum size of a crossing family in S, and let cf(n)
be the minimum of cf(S) over all point sets S of cardinality n in general position.

It is easy to see that cf(n) is a monotone function. From the fact that the complete graph
with 5 vertices is not planar it follows that any set of n ≥ 5 points has a crossing family of
size at least 2. In [1] it is shown that every set with n ≥ 10 points admits a crossing family
of size 3. The result is based on analyzing the set of all order types of size 10. The bound on
n is tight, that is, there exist 12 order types of 9 points which do have a maximal crossing
family of size 2. One such set is shown in Figure 1.

Aronov et al. [3] proved in 1994 the existence of crossing families of size
√
n/12 for every

set of n points, which until recently was the best general lower bound. Their proof relies on
mutually avoiding sets, for which the given bound is asymptotically tight.

∗ Research for this article was initiated in the course of the bilateral research project “Erdős–Szekeres type
questions for point sets” between Graz and Prague, supported by the OEAD project CZ 18/2015 and
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by the grant no. 21-32817S of the Czech Science Foundation (GAČR) and by Charles University project
UNCE/SCI/004. B.V. partially supported by Austrian Science Fund within the collaborative DACH
project Arrangements and Drawings as FWF project I 3340-N35.
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Figure 1 A set S of 9 points which does not contain a 3-crossing family, that is, cf(S) = 2.

Only in 2019 Pach, Rubin, and Tardos [9] showed in a breakthrough result that any set
of n points in general position in the plane contains a crossing family of size n1−o(1). This
almost shows the generally accepted conjecture that cf(n) should be Θ(n).

The conjecture is also supported by the currently best upper bounds. Recently, Evans
and Saeedi [6] showed that cf(n) ≤ 5d n24e. We will improve that bound to cf(n) ≤ 4d n20e in
Section 3. In the next section we start by showing that cf(15) = 4.

2 Sets of 15 points always contain a 4-crossing family

From the mentioned result cf(10) = 3 [1] we know that also any set of 11 points contains
a 3-crossing family, and no such set can contain a crossing family of size more than 5 (as
at least 2k points are needed for a k-crossing family). The following table shows how the
maximal size of a crossing family is distributed among all combinatorially different point
sets of size 11 and was computed with the help of the database of all order types of size 11
obtained in [2].

k number of order types
3 63 978 178
4 1 783 117 647
5 487 417 082

total 2 334 512 907

Table 1 Number of realizable order types of size 11 containing at most a k-crossing family.

To obtain the largest point set containing no crossing family of size 4, we made a complete
abstract order type extension from n = 11 to n = 15. The database of all realizable order
types of cardinality 11 contains 2 334 512 907 sets [2], of which 63 978 178 (about 2.7 %)
contain no 4-crossing family; see Table 1. Since adding points to an existing set can never
decrease the size of the maximal crossing family, we need to consider only those sets.

The approach of extending order types in an abstract way as described in [2] has the
advantage that there is no need to realize the obtained sets, as we actually are interested in
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coordinates:

61 66
61 0
57 5
54 9
47 40
41 37
37 44
30 53
46 61
18 55
55 65
11 60
9 61
0 66

Figure 2 A set S of 14 points which does not contain a 4-crossing family, that is, cf(S) = 3.

the smallest cardinality where no such sets exist. This avoids dealing with the notoriously
hard problem of realizing abstract order types, which is know to be ∃R-hard [8]. The
extension is done iteratively by adding one more (abstract) point in each step. Afterwards
each obtained abstract order type is checked for the maximum size of a crossing family, and
if this is larger than 4 the abstract order type is discarded.

After the first three rounds we obtained 2 727 858 abstract order types of cardinality
14 which do not contain a 4-crossing family. All these sets were extended by one further
point (in the abstract setting), but all resulting sets contained a 4-crossing family. Thus,
the largest possible set with no 4-crossing family has size at most 14. The whole process of
abstract extension took about 100 hours, computed in parallel on 40 standard CPUs.

To show that the obtained bound is best possible it is sufficient to realize at least one
generated abstract order type of size 14, and such an example is given in Figure 2. Together
with the set of 20 points with no 5-crossing family depicted in Figure 5, we conclude the
following.

I Theorem 2.1. Every set of at least 15 points in the plane in general position contains a
4-crossing family. Moreover, we have

cf(n) = 3 for 10 ≤ n ≤ 14 and cf(n) = 4 for 15 ≤ n ≤ 20.

Besides the above described computer proof, we have also developed a SAT framework
which allowed us to verify cf(15) > 3 within less than 2 CPU days using the SAT solver
CaDiCaL [5]. We have also used this framework to verify cf(10) > 2 [1]. The python program
creating the instance is available on our supplemental website [11].

The idea behind the SAT model is very similar as in [12]: We assume towards a contra-
diction that cf(15) ≤ 3, that is, there is a set of 15 points with no 4-crossing family. We have
Boolean variables Xabc to indicate whether three points a, b, c are positively or negatively
oriented. As outlined in [12], these variable have to fulfill the signotope axioms [7, 4]. Based
on the variables for triple orientations, we then assign auxiliary variables Yab,cd to indicate
whether the two segments ab, cd cross. Finally we assert that for any set of four segments
with pairwise distinct endpoints, at least one pair of them does not cross. As the SAT solver
CaDiCaL terminates with “unsatisfiable”, no such point set exists, and hence cf(15) > 3.

EuroCG’21
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3 Small sets and an upper bound

The following theorem was already implicitly used by Aronov et al. [3, Section 6] in their
discussion, where they stated the upper bound cf(n) ≤ n

4 . It can also be found as Lemma 3
in [6]. Since in [3] no proof is given and the proof from [6] appears to be incomplete (see
Figure 3), we include a full proof here.

replacing each point
by two imperceptibly
perturbed copies

S S ′

Figure 3 Five points in convex position have at most a 2-crossing family (left). Replacing each
point by two imperceptibly perturbed copies with no prescribed structure as in [6] may result in
a set of 10 points with a crossing family of size larger than 4 (right). The process needs to avoid
generating odd cycles of pairwise crossing edges; see the proof of Theorem 3.1 for details.

I Theorem 3.1. Let S ⊂ R2 be a set of n points in general position with cf(S) = k. Then
for any N ≥ n there exists a set S′ ⊂ R2 of N points in general position with cf(S′) ≤ kdNn e.

For our proof of Theorem 3.1, we will use a simple property of geometric thrackles.
A geometric thrackle is a geometric graph such that each pair of edges (drawn as line
segments) either meets at a common vertex or crosses properly. Woodall proved that a graph
can be drawn as a geometric thrackle if and only if it is a a subgraph of a graph obtained by
attaching leaves (vertices of degree 1) to the vertices of an odd cycle [13, Theorem 2]. We
will need only the following weaker characterization.

I Lemma 3.2. A geometric thrackle T contains no even cycles.

A strenghtening to monotone thrackles was proved by Pach and Sterling [10]. Since the
proof for geometric thrackles is substantially simpler, we include it here to keep this note
self-contained.

Proof of Lemma 3.2. Assume there exists an even cycle C = p0, p1, . . . , pn for some even
n ≥ 4 with p0 = pn and pi−1pi ∈ T for i = 1, . . . , n. We set pi = pj for i = j (mod n).
Consider a line segment ` = pipi+1 in C. The supporting line through ` divides the plane
into two half-planes. Since T is a thrackle, the previous segment pi−1pi and the next segment
pi+1pi+2 cross, and thus pi−1 and pi+2 lie in the same half-plane. Moreover, since all segments
in the path P = pi+2, pi+3, . . . , pi−1 cross the segment pipi+1, P is an alternating path with
respect to the side of the half-plane, and hence P has even length |P |, that is, an even
number of edges. Since the cycle C has length |C| = |P |+ 3 this is a contradiction, because
C was assumed to have even length. J

Proof of Theorem 3.1. Let S be a set of n points in general position in the plane and let
m = dNn e. Without loss of generality we may assume that N = mn; in case N < mn we
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may later remove some points from the constructed point set. We can also assume that all
points of S have distinct x- and y-coordinates; otherwise we slightly rotate S. Our aim is to
construct a set S′ of mn points by creating m copies of each point from S, such that the
following two properties hold:

(S1) a line segment between two copies of p ∈ S only intersects line segments incident to
another copy of p,

(S2) all copies of a point are almost on a horizontal line; that is, if p ∈ S is above (below)
q ∈ S then any line through two different copies of p is above (below) any copy of q.

To this end, we place the m copies of a point p = (x, y) at pi = (x + iε, y + (iε)2) for
i = 0, . . . ,m − 1. For sufficiently small ε > 0, all points from S′ have distinct x- and
y-coordinates and the above conditions are fulfilled.

Let F ′ be a maximum crossing family in S′. We will show how to find a crossing family
F in S of size at least |F ′|/m. If |F ′| ≤ m, we are clearly done since any segment in S is a
crossing family of size 1. Hence assume that F ′ contains more than m segments. Then no
segment f ′ ∈ F ′ can be incident to two copies of the same point of S due to property (S1).
Thus every segment f ′ ∈ F ′ connects (copies of) two distinct points of S.

Let F be the set of segments (without multiplicity) on S induced by F ′ and by contracting
the m copies of pi to p, for each p ∈ S. Formally, F = {pq | ∃i, j : piqj ∈ F ′}; Figure 4 gives
an illustration. Let GF be the geometric graph induced by F , which has the set of end points
of F as (drawn) vertices and F as (drawn) edges. More formally, GF = (V,E, φ, ψ) with
V = {p ∈ S | ∃q : pq ∈ F}, E = {{p, q} | pq ∈ F}, φ : V → R2, p 7→ p, and ψ : {p, q} 7→ pq

for any {p, q} ∈ E. By construction GF is a geometric thrackle, and due to Lemma 3.2, GF
contains no even cycles. Observe that according to property (S2), the neighbors of a vertex
p in GF can either be all above p or all below p, as no segment of F connected from above
to a copy pi can cross a segment of F connected from below to a copy pj . As a consequence,
GF is bipartite and thus contains no odd cycles. Hence, GF is acyclic; equivalently, a forest.

As long as GF contains vertices of degree larger than 1, we continue as follows: Let
p ∈ V (GF ) be a leaf incident to a vertex q ∈ V (GF ) of degree larger than 1. We construct F ′′
by removing all segments in F ′ incident to copies of q, and by inserting segments connecting
all copies of q to copies of p in the way such that all those segments cross; Figure 4 gives an
illustration of this modification. By construction, |F ′′| ≥ |F ′| holds and thus F ′′ is another
maximal crossing family in S′. We can replace F ′ by F ′′.

We can iteratively repeat this process, and in every step the number of vertices of degree
larger than 1 strictly decreases. Therefore we can assume that GF contains no vertices of
degree greater than 1. As a consequence, F is a (not necessarily maximal) crossing family in
S with |F | ≥ |F ′|/m. Therefore, cf(S′) ≤ |F ′| ≤ m · |F | ≤ m · cf(S) = mk. J

From the point set depicted in Figure 1, it follows by Theorem 3.1 that there are sets
of n points with no crossing family larger than 2dn9 e. Evans and Saeedi [6] constructed a
set of 24 points with no crossing family of size 6 or more, which yields the upper bound
cf(n) ≤ 5d n24e presented there.

k 1 2 3 4 5 6 7 8 9 10
Currently best example 4 9 14 20 25 29 34 40 44 50

Table 2 Largest known point sets Sk containing at most a k-crossing family, that is, with
cf(Sk) = k. For k ≤ 3 the sets are best possible.
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S S′

S S′

modify F ′ to F ′′

q

p

q

p

contract F ′

contract F ′′

Figure 4 An illustration of the contracting process to attain F from F ′, and an illustration of
the modification of F ′ in which all copies of p and q are “connected” to each other.

To further improve this bound we searched for sets with small crossing families. For
k ≥ 5 we partially extended several smaller sets (for example by doubling the number of
points similarly to the process described in the proof of Theorem 3.1) and used heuristics
such as simulated annealing to optimize them. Table 2 summarizes the sizes of the currently
largest sets containing at most a k-crossing family for k up to 10.

Using Theorem 3.1 together with the sets of 20 points containing no 5-crossing family
(see Figure 5) we get the bound cf(n) ≤ 4d n20e. Also we have a set of 25 points containing no
6-crossing family (see Figure 6), which implies cf(n) ≤ 5d n25e and therefore gives a slightly
better upper bound for certain values of n.

I Corollary 3.3. We have cf(n) ≤ min{4d n20e, 5d n25e} < n
5 + 4.

4 Conclusion

Based on exhaustive abstract extension of order types we showed that cf(15) = 4. We
conjecture that every set of 21 or more points contains a crossing family of size 5. We plan
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coordinates:

595 113
0 0
2 7
8 21

49 179
473 131
465 139
96 225

198 205
115 280
235 242
103 321
242 266
584 118
135 339
150 393
104 531
105 537
56 595
55 598

Figure 5 A set S of 20 points with no 5-crossing family.

coordinates:

209 744
670 181
651 180
623 177
597 176
574 176
231 699
244 673
213 734
383 321
333 404
391 244
301 488
365 232
211 737
287 417
229 278
219 370
178 191
151 203
31 58
18 33
16 28
6 10
0 0

Figure 6 A set S of 25 points with no 6-crossing family.
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to use our SAT framework to either settle the conjecture or improve the upper bound on the
size of a crossing family to 4d n21e.
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Abstract
Bauer and Edelsbrunner [2] showed that the Delaunay-Čech complex collapses to the Delaunay
complex for point sets in general position. We extend this result by showing that the kth order
Delaunay-Čech complex collapses to the kth order Delaunay complex in the plane. We do this by
building a sequence of simplicial collapses from the former to the latter.

1 Introduction

The Delaunay triangulation of a finite set of sites is among the most famous concepts in
computational geometry [1, 6]. It can be used to define Alpha complexes by the removal
of “large” simplices with respect to a threshold r. Considering all these thresholds leads
to the concept of the Delaunay filtration (also known as the alpha filtration), a sequence of
nested simplicial complexes that represents the input on multiple scales. A slight variation
of the Delaunay filtrations are Delaunay-Čech filtrations, where the size of a simplex is not
determined by its circumradius, but the radius of the minimum enclosing ball of the sites.
In general, this results in a larger complex for every threshold r.

These concepts can be extended to the higher order case, where vertices are defined by
k-subsets of sites instead of a single site. Higher order Delaunay complexes have simplices
defined with spheres containing at most (k − 1) sites in their interior. The restriction to
simplices with sphere radius smaller or equal to a threshold r yields an analogue of Delaunay
filtrations for the kth order Delaunay complex. Similarly, Delaunay-Čech filtrations are
extended to order k by considering the minimum enclosing ball of all k-subsets involved in
a simplex.

Contribution. We show that, for point sets in general position in R2, the kth order
Delaunay-Čech complex with radius r collapses to the kth order Delaunay complex with
radius r through a sequence of elementary simplicial collapses [4, Sec.3.4]. To prove that, we
partition the “excess” simplices in the Delaunay-Čech complex into intervals, and collapse
these intervals in sequence.

As a consequence, the kth order Delaunay-Čech and Delaunay complexes are homotopi-
cally equivalent for every r. Moreover, the homotopy equivalence is realized by the inclusion
map, immediately implying that the kth order Delaunay-Čech and Delaunay filtrations are
weakly equivalent in the model-categoric sense (compare [3]) and, in particular, give rise
to the same persistence diagram. The filtration values for the kth order Delaunay-Čech

∗ Supported by the Austrian Science Fund (FWF): W1230.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



39:2 Collapses of higher order Delaunay complexes

complex are determined by minimal enclosing balls, which is simpler than considering both
inclusion and exclusion constraints as is needed for the kth order Delaunay complex. We
speculate that this simplicity may lead to computational advantages, even though state-
of-the-art methods to compute Delaunay filtrations use a slight variation of the mini-ball
algorithm [5].

Related Results. Our result partially generalizes the result by Bauer and Edelsbrunner [2].
They showed that, in any dimension, the 1st order Delaunay-Čech complex collapse to the
1st order Delaunay complex.

2 Background

Let V be a finite collection of elements called vertices. An (abstract) simplex σ of dimension
n is a subset of V with n+1 elements. If σ = {V0, V1, · · · , Vn}, we write σ = V0V1 · · ·Vn and
say that each Vi is a vertex of σ. A face of σ is a simplex spanned by a subset of the vertices
of σ and a coface is a simplex spanned by a set containing all the vertices of σ. An (abstract)
simplicial complex is a finite collection of simplices, K, such that for every simplex σ ∈ K,
every face of σ is in K.

Free Collapses. Given σ, τ ∈ K, if σ is a coface of τ with dim σ = dim τ + 1, τ is a facet
of σ. If in addition σ is the only coface of τ in K, τ is free. An elementary collapse in
K is the removal of a pair (τ, σ), where σ has maximal dimension inside K and τ is a
free facet of σ. We write K ↘ K \ {τ, σ}. A collapse is a sequence of elementary collapses
K0 ↘ K1 ↘ · · · ↘ Km such that Ki+1 = Ki \ {τi, σi}. We write K0 ↘ Km. The collapses
define a deformation retraction from K0 to Km hence both complexes are homotopically
equivalent [4].

An interval in the face relation of K is a subset of the form [P,R] = {Q | P ⊆ Q ⊆ R}.
Intervals with only one simplex are called singular, its simplex being a critical simplex.

The kth Order Delaunay Complex. We assume X ⊆ R2 to be a finite set in general
position: no 3 points of X lie on a common line and no 4 points lie on a common circle.
Elements of X are called sites and A ⊆ X with |A| = k is called a k-subset.

Given a circle S in R2, denote the set of sites on S as OnS and the set of sites inside
(but not on) S as InS. InclS = InS ∪ OnS is the collection of sites included by S. For a
point x ∈ R2, let S(x) denote the smallest circle centered at x that includes at least k sites.
We say that x is near to a k-subset A of X if A ⊆ InclS(x) and no other site is inside S(x),
i.e. there is no p ∈ X \A with p ∈ InS(x).

I Definition 2.1. Let V be the collection of all k-subsets with at least one near point. We
say that σ ⊆ V, σ = {A0, A1, · · · , Am}, is a k-Delaunay simplex of dimension m if there
exists x ∈ R2 such that x is near to Ai, for all 0 ≤ i ≤ m. The kth order Delaunay complex
of X, Delk(X), is the collection of all k-Delaunay simplices of X.

See Figure 1 for an example. The kth order Delaunay complex of X can also be inter-
preted as the nerve of the kth order Voronoi diagram of X, i.e. the diagram obtained by
partitioning the space into regions with same k-closest sites.

The smallest circle S(x), over all choices of points near to all of σ’s vertices, is the k-
Delaunay circle of σ. We often omit the mention of k. The Higher Order Delaunay radius
function is the function sDel associating to each simplex the radius of its Delaunay circle.
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Figure 1 Examples of order 1 (left) and order 2 (right) Delaunay complexes. Dashed circles are
the k-Delaunay circles of the filled triangles.

I Definition 2.2. The kth order Delaunay complex with radius r, denoted Delkr (X), is the
collection of all k-Delaunay simplices whose k-Delaunay circle has radius smaller or equal
to r ∈ R+, that is Delkr (X) = {σ ∈ Delk(X) | sDel(σ) ≤ r}.

The kth Order Delaunay-Čech Complex. Given a simplex σ ∈ Delk(X), we define its Čech
radius as the radius of the minimal enclosing ball of all the involved sites, called the k-Čech
circle. The Čech radius function is the function sČech associating to each σ ∈ Delk(X) its
Čech radius. A Čech circle always exists and is the smallest circumcircle of its boundary
sites (see for example [4]).

I Definition 2.3. Let r ∈ R+. The kth order Delaunay-Čech complex with radius r, denoted
DelČechkr (X), is the set of all simplices of Delk(X) with Čech radius at most r, that is

DelČechkr (X) = {σ ∈ Delk(X) | sČech(σ) ≤ r}.

Delkr (X) is a subset of DelČechkr (X) because sČech(σ) ≤ sDel(σ) for any σ ∈ Delk(X).
Moreover, general position implies that there are no two different Čech or Delaunay circles
with same radii and that the highest dimensional simplices are triangles.

Front and Back. Given a subset of 2 or 3 sites, P ⊆ X, there is a unique smallest circum-
circle S for P . This circle S has the property that its center z can be expressed as an affine
combination of the points in P :

z =
∑

x∈OnS
λxx with 1 =

∑

x∈OnS
λx.

We define the front face and the back face of OnS as

FrontS = {x ∈ OnS | λx > 0} and BackS = {x ∈ OnS | λx < 0}.

General position implies that the coefficients are non-zero and |BackS| ≤ 1 in the plane.
Front sites can be interpreted as those which are visible from the center, while the back site
is hidden by some face of the convex hull conv(OnS), as depicted in Figure 2 (left).
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× z

Figure 2 Left: circle with non-empty back set. Right: circle with empty back set.

3 Collapsing Delaunay-Čech to Delaunay

We want to collapse the simplices in DelČechkr (X) that do not exist in Delk(X), which are
precisely those simplices for which Delaunay and Čech radii differ. We define that a simplex
σ ∈ Delk(X) is a bad simplex if sDel(σ) 6= sČech(σ). It is called good otherwise. The next
lemma gives a geometric characterization of bad simplices.

I Lemma 3.1. Let S be the k-Delaunay circle of σ ∈ Delk(X). Then σ is a bad simplex if
and only if BackS 6= ∅.

Proof. ⇒ If BackS = ∅, the center of S is in the convex hull of the front points. In this
case, S is also the minimal enclosing ball of the point set, hence the k-Čech circle.
⇐ If BackS 6= ∅, the center z of S is not inside the convex hull of its boundary points

and there is an hyperplane H with z to one side and OnS to the other side. If we slightly
move z in the direction of H, reducing the radius to preserve the intersection with H, then
this is a smaller enclosing ball of OnS ∪ InS. Hence the k-Čech circle is smaller than S. J

Let σ ∈ Delk(X) be a triangle. Then, there is a unique point that is near to all three
k-subsets defining σ, the Voronoi vertex z at the intersection of the three dual k-Voronoi
regions. The smallest circle S centered at z that includes all involved sites in σ is its k-
Delaunay circle. Call the boundary sites a, b, c and P = InS. There are two cases: |P | = k−1,
in which case the vertices of σ are P ∪ {a}, P ∪ {b}, P ∪ {c} (Figure 3a), or |P | = k − 2, in
which case the vertices of σ are P ∪ {a, b}, P ∪ {a, c}, P ∪ {b, c} (Figure 3b). We call σ a
(k − 1)-triangle or a (k − 2)-triangle, respectively.

c

a

b

×
z

k − 1 sites

(a) (k − 1)-triangle

c

a

b

×
z

k − 2 sites

(b) (k − 2)-triangle

Figure 3 Possible k-Delaunay triangles and their k-Voronoi regions, delimited by the edges.

Consider σ a Delaunay simplex. Another simplex ω ∈ Delk(X) is said to be linked to
σ if ω is a face or a coface of σ, sDel(σ) = sDel(ω) and sČech(σ) = sČech(ω). We use this
concept to construct the desired intervals in Delk(X).
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I Lemma 3.2. Let σ ∈ Delk(X) be a bad 2-simplex and S be its Delaunay circle, with
FrontS = {a, b}, BackS = {c} and P = InS.
1. If σ is a (k − 1)-triangle, it is linked only to the edge ω given by P ∪ {a} and P ∪ {b}.
2. If σ is a (k − 2)-triangle, it is linked to the vertex γ = P ∪ {a, b}. Moreover, it is also

linked to the edges ω1, ω2 ∈ [γ, σ] and that is all it is linked to.

Proof. A k-Delaunay triangle σ corresponds to a k-Voronoi vertex, the circumcenter of
a, b, c ∈ X. Let S· and meb(·) be the k-Delaunay circle and the minimal enclosing ball of a
set of sites. We argue geometrically to show (1.), using Figure 4 as reference. Item (2.) is
similar.

The center of Sω must be at the intersection of the k-Voronoi regions for P ∪ {a} and
P ∪ {b}, the red edge l3. Moreover, a and b must be on Sω, hence the minimum radius is
reached at the end of l3 that is exactly z, the center of Sσ. Therefore Sω = Sσ.

Let Vσ, Vω be the set of all involved sites in σ and ω. Recall that a MEB is the smallest
circumcircle of its boundary sites. Hence, if we show that meb(Vω) and meb(Vσ) have
same boundary sites, they must be the same. Furthermore, Vσ and Vω differ only by c.

Therefore, it is sufficient to show that meb(Vσ) does not contain c on its boundary. Assume
c ∈ On meb(Vσ). Then z is in the closed half-planes Hac and Hbc, where H·c is the half-plane
of all points closer to · than to c. Then the intersection of Hac and Hbc has z as the closest
point to c, meaning that z is also the center of the Delaunay circle, a contradiction to the
fact that σ is bad. Hence, sČech(σ) = sČech(ω) and ω is linked to σ.

c

a

b

k − 1 sites

l3

l1

l2

×
z

Figure 4 A bad (k − 1)-triangle. The edges are k-Voronoi edges.

Finally, any other edge that is a face of σ does not have both a and b as involved sites
and therefore has different Delaunay circle: for the edge defined by P with b and c, the
Delaunay circle must exclude a and its center is on the green line l2, translated from z in
the direction of the midpoint between b and c. The minimum radius is reached either at
the midpoint, or at some critical point before. For the edge defined by P with a and c,
the argument is the same using the blue line l1. Hence these edges and their vertices have
different Delaunay circle and are not linked to ω. J

Lemma 3.2 inspires the construction of an interval partition on Delk(X): we put every
good simplex into a singleton interval, every bad (k−1)-triangle into a pair {edge, triangle}
and every bad (k − 2)-triangle into a diamond {vertex, edge, edge, triangle} of adjacent
simplices, as in Lemma 3.2. Hence all simplices in the same interval are linked. Moreover,
every bad simplex is linked to a triangle (we omit the proof for the lack of space). Hence:

I Theorem 3.3. The above defined intervals partition Delk(X). Moreover, bad simplices are
in non-singular intervals.
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As a consequence, we have our main result.

I Theorem 3.4. Let X ⊆ R2 be finite and in general position and k ≥ 1. For every r ≥ 0,
DelČechkr (X)↘ Delkr (X).

Proof. For s ≥ r, consider the set of simplices with Čech radius at most r and Delaunay
radius at most s :

A(s) def= {σ ∈ DelČechkr (X) | sDel(σ) ≤ s}.

A(s) is a simplicial complex, because it is the intersection of DelČechkr (X) and Delks (X).
Moreover, A(r) = Delkr (X) and A(∞) = DelČechkr (X). Since X is finite, sDel has finitely
many critical values s1, s2, · · · , sm, with s1 = r, and thus there is a filtration

Delkr (X) = A1 ⊂ A2 ⊂ · · · ⊂ Am = DelČechkr (X), where Ai = A(si).

We show that Ai arises from Ai+1 via free collapses. Note that

Ai+1 \Ai = {σ ∈ Delk(X) | sDel(σ) = si+1, sČech(σ) ≤ r}

and these are bad simplices. By Theorem 3.3, these simplices must form one pair or one
diamond interval. For a diamond interval, denote the involved simplices v, e1, e2 and t. t is
maximal, as any triangle in a triangulation, and e1 and e2 are both free in Ai+1, because
removing the diamond interval yields the simplicial complex Ai. Analogously, v is only
incident to e1 and e2. Hence, we can free-collapse (e1, t) and afterwards (v, e2) to obtain Ai.

The case of a pair interval is analogous. Concatenating these free collapses for every
i = 1, · · · ,m− 1, we obtain that DelČechkr (X)↘ Delkr (X). J

4 Conclusion

We constructed, for a fixed radius, a sequence of simplicial collapses from the higher order
Delaunay-Čech to the higher order Delaunay complex of a finite set of points in general
position in the plane. Our approach does not directly generalize for higher dimensions
because we rely on the restriction that the back set has at most one site, while in Rd the
back set can have up to d − 1 sites. Another difficulty is that the kth order Delaunay
complex can have simplices of higher dimension than the ambient space when the point set
is not planar. Even so, we do hope that our methods can be adapted to not only show the
collapse for higher dimensions, but also to show the existence of a collapsing sequence from
the higher order Čech complex to the Delaunay-Čech one.
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Abstract
Let D be a straight-line drawing of a graph in the plane, and let c be a positive integer. We say
that D has a nearest-neighbor decomposition into c parts if there are point sets P1, . . . , Pc such
that D is the union of the nearest neighbor graphs on P1, . . . , Pc. We study the complexity of
deciding whether it is possible to draw D as the union of c nearest-neighbor graphs.

1 Introduction

Let P ⊂ R2 be a finite planar point set, and let C be a finite set of colors. A coloring is a
function σ : P → C that assigns a color to each point in P . For any color c ∈ C, we write
Pc = {p ∈ P | σ(p) = c} for the points in P that were colored with c.

The nearest-neighbor graph for a color c ∈ C, NNc, is the embedded graph with vertex
set Pc and a straight-line edge between p, q ∈ Pc if and only if p is the nearest neighbor of q
among all points in Pc, or vice versa.1 We will consider NNc both as a combinatorial graph,
consisting of vertices and edges, and as a subset of the plane, consisting of the points in Pc

and the line segments that represent the edges. We write NN =
⋃

c∈C NNc for the union of the
nearest-neighbor graphs of all colors. Again, we consider NN both as a graph and as a set.

We are interested in the following problem: suppose we are given a drawing D, i.e., a
graph that is embedded in the plane and whose edges are represented by (possibly crossing)
straight line segments. Our general task is to construct a point set P , a set of colors C, and
a color assignment σ, such that the union NN of the nearest-neighbor graphs for P and C
equals D, considered as subsets of the plane. We call NN an NN-decomposition of D with
vertex set P , and we call |C| the color-number of NN . See Figure 1.

∗ This research was started at the 4th DACH Workshop on Arrangements and Drawings, February 24–28,
2020, in Malchow, Germany. We thank all participants of the workshops for valuable discussions and
for creating a conducive research atmosphere.

† Supported in part by ERC StG 757609.
‡ Supported by the Swiss National Science Foundation within the collaborative DACH project Arrange-

ments and Drawings as SNSF Project 200021E-171681.
§ Supported by the German Science Foundation within the research training group ‘Facets of Complexity’
(GRK 2434).

¶ Supported in part by ERC StG 757609 and by the German Research Foundation within the collaborative
DACH project Arrangements and Drawings as DFG Project MU 3501/3-1.

‖ Partially supported by FWF within the collaborative DACH project Arrangements and Drawings as
FWF project I 3340-N35

1 We assume general position but our notion is different: Three points can be on a line but we require
that the pairwise distances between the points are all different. Note that our notion of nearest-neighbor
graph is undirected, but a directed version also exists.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



40:2 Nearest-Neighbor Decompositions of Drawings

(a) (b) (c)

Figure 1 (a) A drawing. (b) A set of points with 3 colors. (c) The 3 nearest-neighbor graphs.

Related work. Our problem is motivated from automated content generation for puzzle
games: van Kapel introduces a version of connect-the-dots puzzles in which the task is to
connect dots based on colors rather than numbers [7]. In this puzzle, points may have
multiple colors; see Figure 2. He implemented a heuristic approach for generating such
puzzles which works well for small instances, but for larger instances generates too many
colors to be practical [5].

(a) (b) (c)

Figure 2 (a) Multi-colored points with 5 colors: blue, red, green, yellow, and orange. (b) The
orange nearest-neighbor graph. (c) The union of all nearest-neighbor graphs. Picture taken from [5].

The nearest-neighbor graph of a set of points in the plane is well understood [1, 6]. It is a
subgraph of the relative neighborhood graph of the points [4, 6], which in turn is a subgraph
of the Delaunay triangulation. The problem of recognizing whether a given abstract graph
can be realized as a nearest-neighbor graph of a point set is open and conjectured to be hard.
In contrast, testing whether a given embedded graph is a (single) nearest-neighbor graph is
easy.

Results. We show that testing if a drawing can be decomposed into c nearest-neighbor
graphs so that every vertex of the drawing is a vertex of at least one of the graphs, is
polynomial for c ≤ 2, but NP-hard for c ≥ 3. If we allow edges of the nearest-neighbor graphs
to cross without requiring a vertex at the crossing, the problem is already hard for c = 2.

2 Existence of NN-Decompositions on Special Points

Let D be a straight-line drawing. The segments of D are the inclusion maximal line segments
in D. If s is a line segment with s ⊂ D such that s is not a segment of D, we say that
s is covered by D. The special points of D are the endpoints of the line segments in D
and the intersection points between two segments in D. We require a stronger general
position assumption, namely that the pairwise distances between the special points of D
are all distinct. We consider the special case of our problem where the vertex set of the
NN-decomposition must consist of the special points. We investigate the question under
which circumstances it is possible to find such a special-point NN-decomposition of D.
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Figure 3 This drawing highlights the possible violations that make a drawing non-plane.

2.1 The Plane Case
A drawing D is called plane if its segments intersect only at their endpoints, i.e., no segment
of D contains a special point in its relative interior; see Figure 3 for an illustration.

I Lemma 2.1. Let D be a plane drawing. Suppose there is a special-point NN-decomposition
NN of D. Let σ be the underlying coloring of NN . Then, for any connected component C of D,
the coloring σ assigns the same color to all special points in C.

Proof. Suppose D has a connected component C in which σ assigns two distinct colors.
Then, C contains a segment s = uv whose endpoints are colored differently. However, the line
segment uv must be covered by NN , and thus, there exists a segment t in NN that contains u,
v, and another special point of D (since the segments in NN are derived from nearest-neighbor
relations between points of the same color). By our general position assumption, the segment
t is not in D, so NN is not an NN-decomposition of D, a contradiction. J

Let C be a connected component in a plane drawing D, p a special point in C. We denote
by a(p) the special point in C \ {p} that is closest to p. We denote by b(p) the set of special
points in D that are strictly closer to p than a(p). By definition, b(p) ⊂ D \ C. Let C1 and C2
be two distinct connected components. We say that C1 and C2 are incompatible if there is a
special point p ∈ C1 such that b(p) ∩ C2 6= ∅, or vice-versa.

We call the connected component C NN-representable if C is the nearest-neighbor graph
of its special points. By Lemma 2.1, if C is plane, then NN-representability is equivalent to
special-point NN-decomposability.

Let D be a straight-line drawing. We denote by V = {Ci}1≤i≤n the connected components
of D. We define E as the set of pairs {Ci, Cj} where Ci and Cj are incompatible. We say that
the graph G := (V,E) is the incompatibility graph of D.

I Theorem 2.2. Let C be a set of colors with |C| ≤ 2. There is a polynomial time algorithm
for the following task: given a plane drawing D, is there a special-point NN-decomposition of
D with color set C?

Proof. Let D be a plane drawing. By Lemma 2.1 each connected component is colored with
one color if there is a special-point NN-decomposition of D. This means every connected
component of D is NN-representable if there is a special-point NN-decomposition of D. This
can be checked in polynomial time, as we only need to compute the nearest-neighbor graph
of the special vertices. If the test is negative, the algorithm answers that there is no solution.

Otherwise, we construct the incompatibility graph G of D, and we check whether G can
be colored with C. This takes polynomial time since |C| ≤ 2 (for |C| = 2 check whether G is
bipartite, for |C| = 1 check that G has no edges). Note, that if G was not C-colorable, then
there exists at least one incompatible pair {Ci, Cj} which was assigned the same color. Since
by definition b(p) ∩ Cj 6= ∅ for a p ∈ Ci, such a coloring would create a non-existing edge
between Ci and Cj . If possible, we give all special points in a component C the color assigned
to the corresponding vertex in G. Since all connected components are NN-representable, this
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k − 1 k − 1 k − 1 k − 1

Figure 4 A 5-wire of length 5 and the general incompatibility graph of a k-wire of length 5.

k − 1 k − 1 k − 1 k − 1

Figure 5 A 5-chain of length 5 and the general incompatibility graph of a k-chain of length 5.

is also a special point NN-decomposition of D. If G cannot be colored with C, then there
is no special point NN-decomposition of D. Assume to the contrary that there is a special
point NN-decomposition of D. Since every point of a connected component has the same
color, we color the corresponding vertex in G with the same color. But then we would have
a coloring of G, which contradicts that G cannot be colored with C. J

I Theorem 2.3. Let C be a set of colors with |C| ≥ 3. The following task is NP-complete:
given a plane drawing D, is there a special-point NN-decomposition of D with color set C?

Proof. Gräf, Stumpf, and Weißenfels [3] showed how to reduce k-colorability to k-colorability
of unit disk graphs. Our proof is inspired by theirs. Let k = |C|. We show the NP-hardness of
coloring the special points of D with k ≥ 3 colors by means of a reduction from k-colorability.
We make use of four types of gadgets: k-wires, k-chains, k-clones, and k-crossings. They are
depicted in Figures 4 to 7, together with their incompatibility graphs. The symbol consisting
of a number x in a circle denotes a clique of size x. A vertex v connected to such a symbol
means that there is an edge between v and all the vertices of the clique. These incompatiblity
graphs are exactly the gadgets defined by Gräf, Stumpf, and Weißenfels. Note that each
connected component in these gadgets is NN-representable. The gadgets shown are for k = 5.

In Figures 4 to 6, there are several sets of four segments that are very close and nearly
vertical. For other values of k, the gadgets are analogous, but with k − 1 almost vertical
segments instead of four. Similarly, in Figure 7, there are five sets consisting of three close
segments. For other values of k, there are five sets of k − 2 segments. In Figures 4 and 5,
k-wires and k-chains are drawn as if they were on a line, but they may also bend with a
right angle. Note that in Figures 4 to 7 some vertices are specially marked with larger empty
circles. These vertices will be called extreme vertices.

In Figure 7, there seem to be points lying on a segment between two other points.
Actually, these points are shifted by a sufficiently small ε > 0, to ensure our general position
assumption.
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k − 1 k − 1 k − 1 k − 1

Figure 6 A 5-clone of length 4 and and the general incompatibility graph of a k-clone of length 4.

k − 2 k − 2

k − 2 k − 2

k − 2

Figure 7 The 5-crossing gadget (left); the incompatibility graph of the k-crossing gadget (right).
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v1

v2 v4
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clone clone

v1 v2 v4

clone clone

v2 v3

+

+ +

+
+ = crossing gadget

= wire
= end of chain

Figure 8 An example graph G with four vertices (left). Converting G to an NN-graph (right).

The main property of a k-wire is that in any coloring with k colors of its incompatibility
graph, the extreme vertices are assigned the same color. In contrast, in a k-chain, the extreme
vertices are assigned different colors. In a k-clone of length `, there are ` extreme vertices.
In any coloring with colors from C, all extreme vertices have the same color. Finally, for the
k-crossing, opposite extreme vertices must have the same color; a pair of consecutive extreme
vertices (e.g., top and left extreme vertices) may or may not be assigned the same color [2].

Now we follow the proof of Gräf, Stumpf, and Weißenfels. Suppose we are given a graph
G = (V,E). We describe a drawing D whose incompatibility graph can be colored with color
set C if and only if the vertices of G can be colored with C. Refer to Figure 8. For each
vertex v of degree δ in G, we draw a k-clone of size δ. The clones are drawn so that they are
arranged on a horizontal line and such that their upper points have the same y-coordinate.
Then, for each edge {u, v} ∈ E, we draw it on the plane as two vertical segments, each
incident to one k-clone, and one horizontal segment that connects the two upper points of
the vertical segments. We do that such that for any pair of edges, their horizontal segments
have distinct y-coordinates. Then we replace each crossing between a pair of edges by a
k-crossing. Finally, let us consider one edge {u, v} ∈ E, and let us orient it arbitrarily, say
toward v. We replace each part of the edge between two k-crossings by k-wires of sufficient
length. If there are no crossings, we replace the edge by a k-chain. Otherwise, the part of
the edge between u and the first k-crossing is replaced by a k-wire, and the part between the
last k-crossing and v is replaced by a chain. As the points of distinct gadgets are sufficiently
remote (except for pairs of gadgets that are connected on purpose), the incompatibility graph
of this drawing is the union of the incompatibility graphs of the individual gadgets.

It is possible to find positions with a polynomial number of bits such that all pairwise
distances are distinct but at the same time the positions are sufficiently close to the prescribed
positions. This concludes the reduction. J

2.2 The non-plane case
We show that if drawings are not required to be plane, the problem is hard for two colors.

I Theorem 2.4. Let C be a set of colors with |C| = 2. The following task is NP-complete:
given a drawing D, is there a special-point NN-decomposition of D with color set C?

Proof. We reduce from Not-All-Equal 3SAT (NAE-3SAT). Let Φ be an NAE-3SAT formula
with variable set X and clause set Y . Let GΦ be the associated bipartite graph with vertex
set X ∪ Y , where two vertices x and y are adjacent if and only if x is a variable that appears



J. Cleve, N. Grelier, K. Knorr, M. Löffler, W. Mulzer, and D. Perz 40:7

clone
x1 x2 x3 x4 x5

+

+

+

+

c1

c2

c3

clone clone

+

clau
se

clau
se

clau
se

+

= wire

+ = crossing gadget

= end of chain

Figure 9 Structure of the conversion of the NAE-3SAT formula with clauses c1 = (x1, x2, ¬x3),
c2 = (¬x1, x3, ¬x4), and c3 = (x2, x3, x5) into a 2-color NN graph.

in clause y. We draw GΦ as follows: clauses are represented by vertical segments on the
y-axis of length 3. Variables of degree δ are represented as horizontal segments on the x-axis
of length δ. Each edge {x, y} is drawn as the union of one vertical and one horizontal segment.
The vertical segment is incident to the variable gadget for x. The horizontal segment is
adjacent to a clause gadget for y. See Figure 9 for an example.

We use some gadgets from the proof of Theorem 2.3. We replace each variable by a
2-clone of length δ. We replace each clause by the gadget in Figure 10 (see Figure 11 for
assignments where all literals have the same color), and each crossing by the gadget in
Figure 12. In Figure 12, some points have been colored. Note that this does not correspond
to an assignment of truth values, but is supposed to provide visual information for the reader.
The distance between a green point and a blue point is 1− ε, for a sufficiently small ε > 0.
The distance between a blue point and the red point is 1. The distance between the red
point and an orange point is 1 + ε. The blue point on the left and the orange point on the
right are finally shifted by a suitable η > 0 with η � ε, so that no two points are at the
same distance from the red point. The points in the clause gadget that are on the vertical
connected component on the left side are arranged so that this connected component is
NN-representable. Finally, each part of an edge between two gadgets is replaced by a 2-wire
of suitable length. We have thus obtained a drawing D.

We claim that Φ is satisfiable if and only if there exists a special-point NN-decomposition
of D with two colors. First, notice a clause gadget has a special-point NN-decomposition if
and only if two of the horizontal segments on the right side are assigned different colors. In
the non-plane crossing gadget opposite segments are assigned the same color. All of them
may be assigned the same color, as in Figure 13a, or consecutive segments might be assigned
different colors, as in Figure 13b. Therefore, by associating the colors of C with truth values,
D has a special-point NN-decomposition if and only if Φ is satisfiable. J
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Figure 10 A clause gadget with a valid assignment. For the highlighted vertices the dashed circle
indicates the distance to the nearest neighbor of the same color.

(a) The top and bottom right vertices connect
to the vertices to their left.

(b) The vertical connection from the marked
vertex does not span the full height.

Figure 11 Invalid assignments on the non-plane clause gadget where all three incoming wires
have the same color.
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1− ε

1

1 + ε

1

> 1

> 1

Figure 12 A non-plane crossing gadget.

(a) (b)

Figure 13 Two valid assignments on the non-plane crossing gadget. (a) All extreme segments
are assigned the same color. (b) Opposite segments are assigned the same color.
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Abstract
This paper focuses on intersection graphs of axis-aligned L-shapes, so-called L-graphs, and a similar
class of intersection graphs of axis-aligned L-shapes and L-shapes, known as {L, L}-graphs; in both
cases, the vertices of a graph are represented by curves, with two vertices sharing an edge if and only
if their respective curves intersect. We show that recognition of both L-graphs and {L, L}-graphs is
NP-complete, answering a question of Felsner, Knauer, Mertzios and Ueckerdt. Moreover, we show
that deciding if a triangle-free L-graph is 3-colorable is also NP-complete.

1 Introduction

A problem that is NP-complete for the class of all graphs may be solvable in polynomial
time for a restricted class of graphs. However, the recognition of graphs in a restricted class
may itself be an NP-complete problem. We will focus on the restriction of decision problems
to intersection graphs of piecewise linear axis-aligned curves. Chaplick et al. [3] showed that
for each k ≥ 1, the class of intersection graphs of piecewise linear axis-aligned curves with at
most k bends is NP-complete to recognize. This class is usually denoted by Bk-VPG where
VPG stands for Vertex intersection graphs of Paths in a Grid. A similar result was obtained
by Kratochvíl [10], who showed that recognition of grid intersection graphs (intersection
graphs of horizontal and vertical line segments with the only intersections being between a
vertical and a horizontal segment) is NP-complete as well.

The class Bk-VPG has been in the spotlight since Asinowski et al. [1] showed in 2012
that the class of planar graphs is contained in B3-VPG. Chaplick and Ueckerdt [4] showed
a year later that in fact two bends suffice. Biedl and Derka [2] strengthened this result by
showing that not only are two bends sufficient, but we may also require that any two curves
intersect at most once. Finally, Gonçalves, Isenmann, and Pennarun [7] showed in 2018 that
a single bend is sufficient and, furthermore, only curves oriented as the letter L are needed.

Thus, while the class B1-VPG permits any of the four shapes L, L, L, L, only one of these
shapes is needed when representing planar graphs. The intersection graphs of just one of
these L-shapes are called L-graphs. Apart from planar graphs, L-graphs also include circle
graphs [1] (the intersection graphs of chords in a circle) and, by definition, B0-VPG.

The inclusion of planar graphs in the class of L-graphs motivates a number of complexity
questions, two of which we shall focus on in this paper. First, it has long been known [6]
that the decision problem of 3-coloring planar graphs is NP-complete, while the decision
problem of 3-coloring triangle-free planar graphs is in P by Grötzsch’s theorem [8]. However,
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37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



41:2 Hardness of Recognition and 3-Coloring of L-graphs

the complexity of 3-coloring triangle-free L-graphs is unknown. Second, while planar graphs
are recognizable in polynomial time, the complexity of recognition of L-graphs has not yet
been established.

We show that both problems – 3-coloring of triangle-free L-graphs and recognition of
L-graphs – are NP-complete. Furthermore, we show that the recognition of {L, L}-graphs is
NP-complete as well, answering an open problem of Felsner et al. [5].

1.1 Basic definitions
A representation R of a finite graph G = (V, E) is a family of piecewise linear curves in the
plane, R = {R(v) : v ∈ V }, such that R(v) ∩R(u) is non-empty if and only if {u, v} ∈ E. A
representation is proper if every curve is simple, there are finitely many intersection points
and finitely many bends, and in every point of the plane, at most two curves intersect and
every such intersection is a crossing. An L-shape is the union of a horizontal line segment
and a vertical line segment such that the only common point of the two line segments is the
lowest point of the vertical line segment and the leftmost point of the horizontal line segment.
It may also happen that the line segments consist of a single point. An L-representation is
a representation such that every curve is an L-shape. An L-graph is a graph that admits a
proper L-representation.

2 Recognition

To show that the recognition of L-graphs is NP-complete, we adapt the method used by
Chaplick et al. [3] to show that recognition of graphs in B1-VPG is NP-complete.

As our main tool, we use the Noodle-Forcing Lemma of Chaplick et al. [3]. When special-
ized to our situation, the Noodle-Forcing Lemma shows that for any proper L-representation
R of a graph G, there is a graph G′ containing G as an induced subgraph, such that in any
proper {L, L}-representation R′ of G′, the curves representing the vertices of G have the
same order of intersection points as in R, up to possible reversal. The representation R′ is
obtained by overlaying the representation R by a sufficiently dense grid-like configuration of
axis-aligned segments, as illustrated in Figures 1 and 2.

We apply the Noodle-Forcing Lemma to the L-representation of K5 from Figure 2. This
forces the order of intersection points on the L-shapes, which in turn by Lemma 1 below
forces a bend for the middle L-shape. The forced bend then allows us to create a gadget that
behaves similarly to a line segment. This allows us to reduce from the recognition of grid
intersection graphs which Kratochvíl showed to be NP-complete [10].

I Lemma 1. For a proper {L, L}-representation R of K5, V (K5) = {a, b, c, d, e}, if the
intersection points of all five vertices are located in either alphabetical or reverse alphabetical
order on each curve, then the vertex c cannot be represented just as a horizontal or a vertical
line segment.

The proof of the lemma is omitted.
We can now state and prove the main result.

I Theorem 2. The recognition of L-graphs and the recognition of {L, L}-graphs are both
NP-complete.

Proof. It is easy to see that the two problems are in NP. We show that they are NP-hard.
We reduce from the recognition problem of grid intersection graphs. The argument is

similar to the proof of the NP-completeness of Bk-VPG recognition by Chaplick et al. [3],
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Figure 1 The L-represented graph K5 with the outline of the grid overlay

Figure 2 A detail of the grid overlaid on top of the representation of K5

and we also use the same terminology. Namely, we first construct a pin, which we then
enhance into a clothespin.

In order to construct the pin, we first take a K5 with vertices a, b, c, d, e, and create its
L-representation R so that the intersection points on all five curves are located in alphabetical
order. We then apply the Noodle-Forcing Lemma to the representation R, overlaying it with
the grid configuration, to obtain a representation R′. We refer to the graph represented by
R′ as the pin P (c), where c is the middle vertex of the L-representation of K5. We will say
that c is the exposed vertex of the pin P (c).

As the Noodle-Forcing Lemma forces the order of intersections, we know that in any
{L, L}-representation R′′ of P (c), the curve R′′(c) is intersected in alphabetic order by R′′(a),
R′′(b), R′′(d) and R′′(e). Let X be the endpoint of R′′(c) that is closer to the intersection
with R′′(e) than with R′′(a). The tip of the pin P (c) is the subcurve of R′′(c) starting in X

and ending with the nearest intersection of R′′(c) with another curve of R′′.
Lemma 1 guarantees that c has a bend in any {L, L}-representation of P (c). This means

that the tip of P (c) must be a straight line segment, otherwise we could truncate the tip
when it reaches the bend, to obtain a representation of K5 contradicting Lemma 1.

We will now modify the representation R′ slightly, so that the tip is in the unbounded
face of R′, and it may be extended arbitrarily far without crossing any other part of R′;
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Figure 3 The pin construction

Figure 4 The issue with using pins only

see Figure 3. Note that by flipping the representation R′ diagonally, we may create an
L-representation of P (c) with a horizontal tip as well as a representation with a vertical tip.

We would like to use the tips of the pins to simulate the behavior of axis-aligned segments
in grid intersection graphs. Unfortunately, it may happen that an adjacency of two exposed
vertices is not represented by the crossing of the tip of their pins, but by an intersection in
another part of the L-shapes, as in Figure 4.

To resolve the issue, we apply an idea of Chaplick et al. [3] and construct a gadget called a
clothespin. A clothespin CP (v1, v2) is the graph whose representation is depicted in Figure 5.
It contains two pins P (v1) and P (v2). Its key feature is that in any {L, L}-representation
R′′ of CP (v1, v2), there is only one face of R′′ that is adjacent to both R′′(v1) and R′′(v2),
and this face is only adjacent to the tips of the two curves. In particular, any curve added
into R′′ that crosses both R′′(v1) and R′′(v2) without crossing any other curve of R′′ must
cross the tips of the two pins. Moreover, as shown in Figure 5, a clothespin CP (v1, v2) has
an L-representation in which the tips of the two pins P (v1) and P (v2) are parallel segments
that can be extended arbitrarily far without crossing the rest of the clothespin. The union
of the tips of P (v1) and P (v2) is the tip of the clothespin CP (v1, v2), while the rest of the
clothespin is the head.

Now, we may describe our reduction. Given a graph G as the input for grid intersection
graph recognition, we create a graph GL by replacing every vertex v ∈ V (G) by a copy
CP (v1, v2) of the clothespin. If two vertices u, v share an edge of G, then we add to GL four
new edges {uivj : i, j ∈ {1, 2}}, where CP (u1, u2) and CP (v1, v2) are the two clothespins
representing u and v.

We now show that if G is a grid intersection graph then GL is an L-graph, while if G is not
a grid intersection graph, then GL is not even an {L, L}-graph. This implies the NP-hardness
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P (v1)

P (v2)

Figure 5 The clothespin construction

of recognition both for L-graphs and for {L, L}-graphs.
If G has a grid intersection representation, we replace the line segments with clothespins

that are thin enough so that their heads are pairwise disjoint and only the tips intersect, thus
obtaining an L-representation of GL. Conversely, if GL has an {L, L}-representation, we take
the tip of v1 in each clothespin as the representation of v, which yields a grid intersection
representation of G. J

We may show that the recognition of grid intersection graphs remains NP-complete even
when an L-representation of the graph is given as part of the input. This is similar to a result
of Chaplick et al. [3] who showed, for all k ∈ N0, that the recognition of Bk-VPG graphs is
still NP-complete even when given a Bk+1-VPG representation.

I Theorem 3. The recognition of grid intersection graphs is NP-complete even when an
L-representation of the graph is part of the input.

Proof. The proof is based on a reduction used by Kratochvíl [10] to show that the recognition
of grid intersection graphs is NP-complete. The reduction transforms a 3-SAT formula Φ
into a graph G(Φ) which has a grid intersection representation if and only if Φ is satisfiable.

We only need to argue that for any Φ, the graph G(Φ) has an L-representation, which can
be determined in polynomial time. This also largely follows from Kratochvíl’s construction [10],
which shows that G(Φ) has a representation where all vertices are represented by horizontal
and vertical segments, except for certain fixed-sized subgraphs, called clause gadgets. However,
it can be routinely checked that the clause gadgets all have an L-representation (see Figure 6
for an example), yielding an L-representation of G(Φ). We omit the technical details. J

3 3-Coloring

Deciding 3-colorability of planar graphs has long been known to be NP-complete [6], and
since all planar graphs are L-graphs [7], 3-colorability of L-graphs is NP-complete as well.
However, this argument does not extend to triangle-free graphs, since all planar triangle-free
graphs are 3-colorable [8].

Nevertheless, we show that 3-coloring is hard even for triangle-free L-graphs. The first
step of our argument is showing that 3-coloring of arbitrary L-graphs is hard, even when an
L-representation is given as part of the input. We omit the proof of this result. We remark
that the result does not directly follow from the hardness of 3-coloring of planar graphs,
because the proof that planar graphs are L-graphs from [7] does not explicitly present a
polynomial algorithm to construct an L-representation of a given planar graph.

We now present our second main result.
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Figure 6 The L-representation of a clause gadget
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Figure 7 A not 3-colorable circle graph H and its 3-colorable circle subgraph H ′ created by
removing the edge {m, n}

I Theorem 4. The problem of 3-coloring a triangle-free L-graph is NP-complete even when
the graph’s L-representation is part of the input.

Proof. Given an instance of 3-coloring of an arbitrary L-graph G with a given L-representation,
we will transform it into an equivalent 3-coloring instance G′ of a triangle-free L-graph.

To construct G′, we replace every vertex of G with a copy of a triangle-free circle graph H ′

which we construct in two steps. First, we take a triangle-free circle graph H to be the graph
whose circle representation is in the left part of Figure 7. The graph H is not 3-colorable,
as shown by Gyárfás and Lehel [9]. We then remove the edge {m, n} to create the graph
H ′ that is still a circle graph and is 3-colorable, as shown in the right part of Figure 7. We
observe that vertices m and n must have the same color in every 3-coloring of the graph H ′ –
if there existed a 3-coloring c of H ′ so that c(m) 6= c(n), c would also be a 3-coloring of the
graph H, which is a contradiction.

As the graph H ′ has two vertices m, n which have the same color in every 3-coloring of
H ′, we set all vertices that intersect the original L-shape’s horizontal line segment to be the
neighbors of the vertex m and similarly, we set all vertices intersecting the original L-shape’s
vertical line segment to be the neighbors of the vertex n. Since H ′ is a circle graph, it has an
L-representation using only L-shapes with both of their endpoints on a circle [1]. Therefore
we can arbitrarily extend the horizontal line segment of m and the vertical line segment of n

as shown in Figure 8.
We easily observe that G is 3-colorable if and only if G′ is. The reduction is obviously
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n

m

Figure 8 Replacing the vertex in the L-graph by the circle subgraph

polynomial, as every vertex is replaced by 18 vertices. J
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Abstract
Felsner, Hurtado, Noy and Streinu (2000) conjectured that arrangement graphs of simple great-

circle arrangements have chromatic number at most 3. This paper is motivated by the conjecture.
We show that the conjecture holds in the special case when the arrangement is 4-saturated, i.e.,

arrangements where one color class of the 2-coloring of faces consists of triangles only. Moreover,
we extend 4-saturated arrangements with certain properties to a family of arrangements which are
4-chromatic. The construction has similarities with Koester’s (1985) crowning construction.

We also investigate fractional colorings. We show that every arrangement A of pairwise in-
tersecting pseudocircles is “close” to being 3-colorable; more precisely χf (A) ≤ 3 + O( 1

n
) where

n is the number of pseudocircles. Furthermore, we construct an infinite family of 4-edge-critical
4-regular planar graphs which are fractionally 3-colorable. This disproves the conjecture of Gimbel,
Kündgen, Li and Thomassen (2019) that every 4-chromatic planar graph has fractional chromatic
number strictly greater than 3.

1 Introduction

An arrangement of pseudocircles is a family of simple closed curves on the sphere or in
the plane such that each pair of curves intersects at most twice. Similarly, an arrangement
of pseudolines is a family of x-monotone curves such that every pair of curves intersects
exactly once. An arrangement is simple if no three pseudolines/pseudocircles intersect in a
common point and intersecting if every pair of pseudolines/pseudocircles intersects. Given
an arrangement of pseudolines/pseudocircles, the arrangement graph is the planar graph
obtained by placing vertices at the intersection points of the arrangement and thereby sub-
dividing the pseudolines/pseudocircles into edges.

A (proper) coloring of a graph assigns a color to each vertex such that no two adjacent
vertices have the same color. The chromatic number χ is the smallest number of colors
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the participants for the inspiring atmosphere.
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needed for a proper coloring. The famous 4-color theorem and also Brook’s theorem imply
the 4-colorability of planar graphs with maximum degree 4. This motivates the question:
which arrangement graphs need 4 colors in any proper coloring?

There exist arbitrarily large non-simple line arrangements that require 4 colors. For
example, the construction depicted in Figure 1(a) contains the Moser spindle as subgraph
and hence cannot be 3-colored. Using an inverse central (gnomonic) projection, which
maps lines to great-circles, one gets non-simple arrangements of great-circles with χ = 4.
Koester [12] presented a simple arrangement of 7 circles with χ = 4 in which all but one pair
of circles intersect, see Figure 3(b). Moreover, there are simple intersecting arrangements
that require 4 colors. We invite the reader to verify this property for the example depicted
in Figure 1(b).

(a) (b)

Figure 1 (a) A 4-chromatic non-simple line arrangement. The red subarrangement not inter-
secting the Moser spindle (highlighted blue) can be chosen arbitrarly. (b) A simple intersecting
arrangement of 5 pseudocircles with χ = 4 and χf = 3.

In 2000, Felsner, Hurtado, Noy and Streinu [3] (cf. [4]) studied arrangement graphs
of pseudoline and pseudocircle arrangements. They have results regarding connectivity,
Hamiltonicity, and colorability of those graphs. In this work, they also stated the following
conjecture:

I Conjecture 1 (Felsner et al. [3, 4]). The arrangement graph of every simple arrangement
of great-circles is 3-colorable.

While the conjecture is fairly well known (cf. [15, 10, 19] and [20, Chapter 17.7]) there has
been little progress in the last 20 years. Aichholzer, Aurenhammer, and Krasser verified the
conjecture for up to 11 great-circles [13, Chapter 4.6.4].

Results and outline

In Section 2 we show that Conjecture 1 holds for 4-saturated arrangements of pseudocircles,
i.e., arrangements where one color class of the 2-coloring of faces consists of triangles only.
In Section 3 we extend our study of4-saturated arrangements and present an infinite family
of arrangements which require 4 colors. The construction generalizes Koester’s [12] arrange-
ment of 7 circles which requires 4 colors; see Figure 3(b). Moreover, we believe that the
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construction results in infinitely many 4-vertex-critical1 arrangement graphs. Koester [12]
obtained his example using a “crowning” operation, which actually yields infinite families
of 4-edge-critical 4-regular planar graphs. However, except for the 7 circles example these
graphs are not arrangement graphs.

In Section 4 we investigate the fractional chromatic number χf of arrangement graphs.
This variant of the chromatic number is the objective value of the linear relaxation of the
ILP formulation for the chromatic number. We show that intersecting arrangements of
pseudocircles are “close” to being 3-colorable by proving that χf (A) ≤ 3 +O( 1

n ) where n is
the number of pseudocircles of A. In Section 5, we present an example of a 4-edge-critical
arrangement graph which is fractionally 3-colorable. The example is the basis for construct-
ing an infinite family of 4-regular planar graphs which are 4-edge-critical and fractionally
3-colorable. This disproves Conjecture 3.2 from Gimbel, Kündgen, Li and Thomassen [7]
that every 4-chromatic planar graph has fractional chromatic number strictly greater than 3.
In Section 6 we report on our computational data, mention some some new observations
related to Conjecture 1, and present strengthened versions of the conjecture.

2 4-saturated arrangements are 3-colorable

The maximum number of triangles in arrangements of pseudolines and pseudocircles has
been studied intensively, see e.g. [8, 16, 2] and [6]. By recursively applying the “dou-
bling method”, Harborth [9] and also [16, 2] proved the existence of infinite families of
4-saturated arrangements of pseudolines. Similarly, a doubling construction for arrange-
ments of (great-)pseudocircles yields infinitely many 4-saturated arrangements of (great-)
pseudocircles. Figure 2 illustrates the doubling method applied to an arrangement of great-
pseudocircles. It will be relevant later that arrangements obtained via doubling contain
pentagonal cells. Note that for n ≡ 2 (mod 3) there is no 4-saturated intersecting pseudo-
circle arrangement because the number of edges of the arrangement graph is not divisible
by 3.

(a) (b)

Figure 2 The doubling method applied to an arrangements of 6 great-pseudocircle. The red
pseudocircle is replaced by a cyclic arrangement. Triangular cells are shaded gray.

1 A k-chromatic graph is k-vertex-critical if the removal of every vertex decreases the chromatic number.
It is k-edge-critical if the removal of every edge decreases the chromatic number.
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I Theorem 2. Every 4-saturated arrangement A of pseudocircles is 3-colorable.

Proof. Let H be a graph whose vertices correspond to the triangles of A and whose edges
correspond to pairs of triangles sharing a vertex of A. This graph H is planar and 3-regular.
Moreover, since the arrangement graph of A is 2-connected, H is bridgeless. Now Tait’s
theorem, a well known equivalent of the 4-color theorem, asserts that H is 3-edge-colorable,
see e.g. [1] or [18]. The edges ofH correspond bijectively to the vertices of the arrangement A
and, since adjacent vertices of A are incident to a common triangle, the corresponding edges
of H share a vertex. This shows that the graph of A is 3-colorable. J

3 Constructing 4-chromatic arrangement graphs

In this section, we describe an operation that extends any 4-saturated intersecting ar-
rangement of pseudocircles with a pentagonal cell (which is 3-colorable by Theorem 2) to a
4-chromatic arrangement of pseudocircles by inserting one additional pseudocircle.

The corona extension: We start with a 4-saturated arrangement of pseudocircles which
contains a pentagonal cell D. By definition, in the 2-coloring of the faces one of the two
color classes consists of triangles only; see e.g. the arrangement from Figure 3(a). Since the
arrangement is 4-saturated, the pentagonal cell D is surrounded by triangular cells. As
illustrated in Figure 3(b) we can now insert an additional pseudocircle close to D. This
newly inserted pseudocircle intersects only the 5 pseudocircles which bound D, and in the
so-obtained arrangement one of the two dual color classes consists of triangles plus the
pentagon D. It is interesting to note that the arrangement depicted in Figure 3(b) is precisely
Koester’s arrangement [11, 12].

(a) (b)

Figure 3 (a) A 4-saturated arrangement of 6 great-circles and (b) the corona extension at
its central pentagonal face. The arrangement in (b) is Koester’s [11] example of a 4-edge-critical
4-regular planar graph.

The following proposition plays a central role in this section.

I Proposition 3. The corona extension of a 4-saturated arrangement of pseudocircles with
a pentagonal cell D is 4-chromatic.

The proof is based on the observation that after the corona extension the inequality
3α < |V | holds.
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By applying the corona extension to members of the infinite family of 4-saturated ar-
rangements with pentagonal cells (cf. Section 2), we obtain an infinite family of arrangements
that are not 3-colorable.

I Theorem 4. There exists an infinite family of 4-chromatic arrangements of pseudocircles.

Koester [12] defines a related construction which he calls crowning and constructs his ex-
ample by two-fold crowning of a graph on 10 vertices. He also uses crowning to generate an
infinite family of 4-edge-critical 4-regular graphs. In the full version of our paper, we present
sufficient conditions to obtain a 4-vertex-critical arrangement via the corona extension. We
conclude this section with the following conjecture:

I Conjecture 5. There exists an infinite family of arrangement graphs of arrangements of
pseudocircles that are 4-vertex-critical.

4 Fractional colorings

In this section, we investigate fractional colorings of arrangements. A b-fold coloring of a
graph G with m colors is an assignment of a set of b colors from {1, . . . ,m} to each vertex
of G such that the color sets of any two adjacent vertices are disjoint. The b-fold chromatic
number χb(G) is the minimum m such that G admits a b-fold coloring with m colors. The
fractional chromatic number of G is χf (G) := lim

b→∞
χb(G)
b = inf

b

χb(G)
b . With α being the

independence number and ω being the clique number, the following inequalities hold:

max
{ |V |
α(G) , ω(G)

}
≤ χf (G) ≤ χb(G)

b
≤ χ(G). (1)

I Theorem 6. Let G be the arrangement graph of an intersecting arrangement A of n
pseudocircles, then χf (G) ≤ 3 + 6

n−2 .

Sketch of the proof. Let C be a pseudocircle of A. After removing all vertices along C
from the arrangement graph G we obtain a graph which has two connected components A
(vertices in the interior of C) and B (vertices in the exterior). Let C ′ be a small circle
contained in one of the faces of A, the Sweeping Lemma of Snoeyink and Hershberger [17]
asserts that there is a continuous transformation of C ′ into C which traverses each vertex
of A precisely once. In particular, when a vertex is traversed, at most two of its neighbors
have been traversed before. Hence, we obtain a 3-coloring of the vertices of A by greedily
coloring vertices in the order in which they occur during the sweep. An analogous argument
applies to B. Taking such a partial 3-coloring of G for each of the n pseudocircles of A, we
obtain for each vertex a set of n − 2 colors, i.e., an (n − 2)-fold coloring of G. The total
number of colors used is 3n. The statement now follows from inequality (1). J

5 Fractionally 3-colorable 4-edge-critical planar graphs

From our computational data (cf. [5]), we observed that some of the arrangements such as
the 20 vertex graph depicted in Figure 1(b) have χ = 4 and χf = 3, and therefore disprove
Conjecture 3.2 by Gimbel et al. [7]2. Moreover, we determined that there are precisely

2 Computing the fractional chromatic number of a graph is NP-hard in general [14]. For our computations
we formulated a linear program which we then solved using the MIP solver Gurobi.
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17 4-regular 18-vertex planar graphs with χ = 4 and χf = 3, which are minimal in the
sense that there are no 4-regular graphs on n ≤ 17 vertices with χ = 4 and χf = 3. Each of
these 17 graphs is 4-vertex-critical and the one depicted in Figure 4(a) is even 4-edge-critical.

(a) (b)

Figure 4 (a) A 4-edge-critical 4-regular 18-vertex planar graph with χ = 4 and χf = 3 and
(b) the crowning extension at its center triangular face.

Starting with a triangular face in the 4-edge-critical 4-regular graph depicted in Fig-
ure 4(a) and repeatedly applying the Koester’s crowning operation [12] as illustrated in
Figure 4(b) (which by definition preserves the existence of a facial triangle), we deduce the
following theorem.

I Theorem 7. There exists an infinite family of 4-edge-critical 4-regular planar graphs G
with fractional chromatic number χf (G) = 3.

6 Discussion

With Theorem 2 we gave a proof of Conjecture 1 for 4-saturated great-pseudocircle ar-
rangements. While this is a very small subclass of great-pseudocircle arrangements, it is
reasonable to think of it as a “hard” class for 3-coloring. The rationale for such thoughts is
that triangles restrict the freedom of extending partial colorings. Our computational data in-
dicates that sufficiently large intersecting pseudocircle arrangements that are diamond-free,
i.e., no two triangles of the arrangement share an edge, are also 3-colorable. Computations
also suggest that sufficiently large great-pseudocircle arrangements have antipodal colorings,
i.e., 3-colorings where antipodal points have the same color. Based on the experimental data
we propose the following strengthened variants of Conjecture 1.

I Conjecture 8. The following three statements hold.

(a) Every diamond-free intersecting arrangement of n ≥ 6 pseudocircles is 3-colorable.
(b) Every intersecting arrangement of sufficiently many pseudocircles is 3-colorable.
(c) Every arrangement of n ≥ 7 great-pseudocircles has an antipodal 3-coloring.
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Abstract
Given two sets of points in the plane, P and R, with a real-valued function defined on P ∪ R, we
define for any triangulation defined on P the vertical error at the points of R and wish to find a
triangulation that minimizes this error. We show that this problem is NP-hard to approximate
within any approximation factor.

1 Introduction

Let P ⊂ R2 be a set of n points and f : P → R. We call P the set of triangulation points
and f(p) the measurement value of p ∈ P . Additionally we are given a set R ⊂ conv(P ) of
m points and a function h : R→ R. We refer to R as the set of reference points and to h(r)
as the reference value of r ∈ R.
A triangulation of P is a maximal set of non-crossing edges between points in P . Such a
triangulation D defines an extension of f on points in conv(P ) by linearly interpolating f
in every triangle. This way we obtain a piece-wise linear function sD : conv(P )→ R.

The min-error triangulation problem asks for a triangulation D of P such that the
Lp-error (ErrD(R))

1
p between the reference values and the interpolation is minimized, where

ErrD(M) =
∑

r∈M

|sD(r)− h(r)|p

is the error of D on M ⊆ R. The zero-error triangulation problem asks whether there
is a triangulation with zero Lp-error. We prove that this problem is NP-hard.

I Theorem 1. The zero-error triangulation problem is NP-hard for any value of p ≥ 1.
Thus the min-error triangulation problem cannot be approximated within any multiplicative
factor in polynomial time unless P = NP .
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v1 v2 v3 v4

v1 ∨ v2 ∨ v4

v1 ∨ v2 ∨ v3

v1 ∨ v3 ∨ v4

Figure 1 Embedding of the 3SAT formula (v1 ∨ v2 ∨ v4) ∧ (v1 ∨ v2 ∨ v3) ∧ (v1 ∨ v3 ∨ v4).

2 Related Work

Triangulating sets of points in the plane is a fundamental task of computational geometry. It
is of high relevance for data interpolation and surface modelling tasks, where for every data
point a data value (or height) is given in addition to the point’s two plane coordinates x and y.
The Delaunay triangulation is most often applied as it optimizes several relevant criteria and
can be computed efficiently. In particular, it maximizes the minimum angle among all the
angles of all the triangles, measured in the xy-plane [7]. In the context of surface modelling,
one of the most interesting properties of the Delaunay triangulation is that it minimizes the
Dirichlet energy (and thus the mean squared slope) of the piece-wise linear surface defined
from the data points, their data values as heights, and the triangulation [11]. This result is
surprising, since computing the Delaunay triangulation does not require knowledge of the
data values. Data dependent triangulations, on the other hand, have been defined in [4] as
triangulations that are computed under consideration of the data values. As optimization
criteria the authors have considered (1) smoothness criteria such as minimizing the jump in
normal derivatives in the edges of the triangulation, (2) criteria based on three-dimensional
properties of the triangles such as maximizing the minimum angle of the triangles in the
three-dimensional space, (3) variational criteria based on a function generalizing the Dirichlet
energy, and (4) min-error criteria measuring the quality of the triangulation by comparison
with a reference surface or reference point set. Data dependent triangulations of the latter
type, in the following referred to as min-error triangulations, are the subject of this paper.

There are many heuristics for computing data-dependent triangulations [2, 3, 4, 12],
which are usually based on Lawson’s edge flip algorithm [7]. The problem can be solved
based on integer linear programming [10]. Using established techniques, exact polynomial-
time algorithms can be obtained for some special or restricted cases [5]. However, prior to
our work, little was known about the complexity of computing or approximating min-error
triangulations in the general case. For related problems some hardness results exist [1, 9].

3 Reduction

We prove that the zero-error triangulation problem is NP-hard by a reduction from the
planar 3SAT problem, which was proven to be NP-complete by Lichtenstein [8]. An instance
of this problem can be embedded into the plane, where every clause is represented by a vertex
and every variable by a box placed on the horizontal axis. A box is connected to a vertex
via a rectilinear edge if the respective variable is contained in the clause. For an example,
see Figure 1. Such an embedding is for example also used in [6].
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Figure 2 Example of a reference point r with coupled circle Cr and its positive/negative edges
crossing at r. Lifting the red and blue points to R3, with their measurement values as third
coordinate, we see that these points lie on both the paraboloid and the plane containing (r, hCr (r)).

For every instance of the planar 3SAT problem we construct an instance for the zero-error
triangulation problem by replacing the boxes, vertices and edges of its rectilinear embedding
in the plane by a set of triangulation points and reference points. For this purpose we handle
each component of the 3SAT embedding individually. We construct the variable gadgets
which replace the boxes, the wire gadgets, which replace the rectilinear edges and finally the
clause gadgets and the negation gadgets, where the first replace the vertices and the second
can be attached to variable gadgets to handle negated variables in a clause. The combination
of these gadgets then constitute an instance to the zero-error triangulation problem.

We ensure that there are two possible zero-error triangulations on the reference points
belonging to a variable gadget and the attached negation gadgets and wire gadgets as follows.
Points from P together with their measurement value can be seen as points in R3. We
ensure that they lie on a paraboloid in R3 and exploit the properties of the paraboloid (its
convexity and the correspondence of planes in R3 to circles in R2) to limit possible zero-
error triangulations. Any such triangulation then corresponds to the assignment of value 0
(negative) or 1 (positive) to any variable. We claim that the instance can be triangulated
with zero error if and only if the 3SAT instance is solvable. The usage of the paraboloid
differentiates our reduction from previous work in this area.

4 Preliminaries

Our triangulation instance consists of a set of triangulation points with integral coordintes
P ⊂ Z2 and a set R ⊂ conv(P ) of reference points. The measurement value of a triangulation
point p = (p1, p2) ∈ P is given by f(p) = p2

1 + p2
2. On the other hand reference values are

not determined by one single function. Instead we define a set of functions, one for every
circle in R2, and choose for every reference point one of these functions which determines
the reference value of this point. Concretely let C be a circle around a point x = (x1, x2)
with radius ρ. We denote with IC = {y ∈ R2 | ‖x − y‖ < ρ} the interior of C and with
OC = R2\(C ∪ IC) the exterior of C. For a reference point r = (r1, r2) ∈ R we define the
function

hC(r) = 2x1r1 + 2x2r2 − x2
1 − x2

2 + ρ2.
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The function graph of f is the unit paraboloid {(p1, p2, p
2
1 + p2

2) | (p1, p2) ∈ R2} and the
function graph of hC is the plane containing the lifting of C onto the paraboloid (Figure 2).

Every point r ∈ R is then coupled to a circle, which we denote by Cr. It will be defined
during the construction of the gadgets and determines the reference value h(r) = hCr (r).
Let an edge denote a set of two points in R2. For each r we define a positive edge e+

r and
a negative edge e−r both consisting of triangulation points lying on Cr and intersecting each
other at r (i.e., conv(e+

r )∩ conv(e−r ) = {r}). Figure 2 shows the whole construction. We say
for a triangulation D that the signal at r ∈ R is positive if D contains edge e+

r and negative
if it contains e−r , otherwise we call it ambiguous. Similarly we call D positive on M ⊂ R if
the signal at all r ∈M is positive and negative if the signal at all r ∈M is negative.

We interpret a triangle as the set of its vertices and say that a triangle T = {s, t, u} ⊂ P is
in D if all of {s, t}, {t, u}, {u, s} are in D and conv(T ) does not contain further triangulation
points, i.e., conv(T ) ∩ P = T . We say that r ∈ R is represented with zero error by T if
r ∈ conv(T ) and the value at r of the linear interpolation of f on conv(T ) equals h(r).

I Lemma 2. Let r be a point of R and let T ⊂ R2 be a triangle with r ∈ conv(T ∩ Cr).
Then r is represented with zero error by T .

If the 3SAT instance is satisfiable, we argue that there is a triangulation containing one
of e±r for every reference point r. Lemma 2 states that such a triangulation has in fact zero
error (see also Figure 2). To represent r with zero error in any other way, we need at least
one triangulation point inside and one outside Cr. This follows from the convexity of f .

I Lemma 3. Let T ⊂ R2 be a triangle representing r ∈ R with zero error. If r /∈ conv(T ∩
Cr), then T has a non-empty intersection with ICr

and OCr
.

This ensures that every zero-error triangulation yields a solution to the 3SAT instance.
In particular, we guarantee during the construction that only few triangulation points lie
inside Cr for each reference point r. With a concise case analysis we rule out that any of
them can be used together with a point outside Cr to form a triangle that represents r with
zero error, which limits the choice to triangles containing one of e±r .

Finally, our instance contains a set of mandatory edges that must be part of any feasible
triangulation of P . Mandatory edges are not part of the zero-error triangulation problem,
but they can be replaced afterwards by an additional construction.

5 The Gadgets

At the core of our reduction lies the design of the gadgets which constitute the triangulation
instance. Before we dedicate ourselves to the more complicated gadgets we construct smaller
elements called bits and segments which then are combined into the larger gadgets.

A bit occupies a small construction around a central point in Z2 and can be oriented
either horizontally or vertically. We describe the horizontal bit at a reference point r ∈ R,
which is also the only reference point of this bit. It is coupled to a circle Cr which is
centered on r and has radius

√
2. The integer grid points on this circle, that is, the points

r+ (±1,±1), are triangulation points. Moreover r+ (0, 1) and r+ (0,−1) are triangulation
points, whereas r + (−2, 0), r + (−1, 0), r + (1, 0) and r + (2, 0) are not. Therefore, we call
the latter points forbidden. Furthermore we define the positive and negative edge as

e+
r = {r + (−1,−1), r + (1, 1)}, e−r = {r + (−1, 1), r + (1,−1)}.

As r + (±1,±1) ∈ Cr, any triangle containing either e+
r or e−r represents r with zero error

by Lemma 2. The vertical bit is defined similarly. Figure 3 illustrates both constructions.
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r

Cr

r

Cr

Figure 3 The (horizontal/vertical) bit at r with the positive edge in red and the negative edge
in blue. The black points are triangulation points and the white points are forbidden.

Figure 4 Example of a horizontal wire segment on the left and a multiplier segment with
mandatory edges on the right. The red or blue edges indicate the positive or negative edges of
the crossing points, respectively. All white points and all reference points are forbidden. The green
points are anchor points.

I Lemma 4. Suppose the instance contains a bit at r. If P ⊂ Z2 and P does not contain
forbidden points of the bit, any triangulation D of P with ErrD(r) = 0 contains one of e±r .

The next larger components are the wire segment and the multiplier segment, which we
build from bits. They can be combined at specified reference points, which we call anchor
points. These points are always reference points of bits.

A wire segment connects two points x, y ∈ Z2 lying on the same horizontal or vertical
line. We place a horizontal or vertical bit on x, y and all integral points lying between these
on the line connecting x and y. The anchor points of this segment are x, y.

A multiplier segment at a point x ∈ Z2 consist of two horizontal bits at x±(2, 0) and two
vertical bits at x± (0, 2). These four points are simultaneously anchor points. Furthermore
we add four inner reference points x ± (0, 1), x ± (1, 0) whose coupled circle is of radius√

5 and centered around x. Figure 4 shows the wire segment and the multiplier segment
including mandatory edges and the positive/negative edges of the inner reference points.

To obtain the larger variable gadget and wire gadget we combine wire segments with
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rc

a1

a3

T3

T1

T2

a2

Figure 5 The clause gadget, where the red/blue edges indicate the positive/negative edges of
the crossing points. The triangles T1, T2, T3 are orange and the anchor points a1, a2, a3 green.

multiplier segments. Two segments can be combined if they share a common anchor point.
By the combination of two segments we mean the union of their reference points and
triangulation points. A point is forbidden in the combination if it is forbidden in at least
one of the segments. Thus it is not allowed to combine two segments if a triangulation point
of one is forbidden in the other. The set of anchor points of the combination is defined as
the symmetric difference of anchor point sets of both segments. This way we can combine
arbitrarily many segments.

Remember that the wire gadget replaces the rectilinear edges of the 3SAT embedding,
so it has to connect two points x = (x1, x2), y = (y1, y2) ∈ Z2. It consists of a multiplier
segment placed on either (x1, y2) or (y1, x2), which is connected on two of its anchor points
via two wire segments to both x and y. A variable gadget at v ∈ Z2 consists of m multiplier
segments at sufficiently large distance α ∈ Z, which we do not specify further. Here m
denotes the number of clauses. Concretely, we place a multiplier segment on each of the
points v + (kα, 0) with 0 ≤ k ≤ m − 1 and connect them via horizontal wire segments at
their anchor points. The multiplier segments ensure that the gadget can later be connected
at its anchor points to multiple clause gadgets. We observe that the described combinations
of segments for both gadgets are allowed and that they have the following crucial property.

I Lemma 5. Suppose the instance contains a wire/variable gadget and let R̃ be the reference
points of this gadget. If P ⊂ Z2 and P does not contain forbidden points of the gadget, any
triangulation D of P with ErrD(R̃) = 0 is either positive or negative on R̃.

The clause gadget at a point c ∈ Z2 must combine three signals. To this end we add a
reference point rc. Instead of a positive/negative edge it comes with three triangles T1, T2, T3
lying on Crc , each triangulating rc with zero error. The clause gadget can be connected to
other gadgets at three anchor points a1, a2, a3. We add an additional construction that
blocks the triangle Ti if the signal at ai is positive for i = 1, 2 and T3 if the signal at a3 is
negative. For the whole clause gadget we refer to Figure 5.
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a′

a

Figure 6 The negation gadget. If the signal at anchor point a is negative it is negated in the left
segment. If the signal at a is positive it is negated in the right segment. Since the top wire carries
a consistent signal, negation is ensured at a′.

I Lemma 6. Suppose the instance contains a clause gadget and let R̃ be its reference points.
If P ⊂ Z2 and P does not contain forbidden points of the gadget, any triangulation D of P
with ErrD(R̃) = 0 must be negative on one of the anchor points a1, a2 or positive on a3.

The last part of our construction is the negation gadget. It consist of some wire gadgets
and two functional segments. Both functional segments are variations of the clause gadget,
which combine two instead of three signals. The whole negation gadget is depicted in Figure
6. The next lemma shows that the signal at a′ is indeed the negation of the signal at a.

I Lemma 7. Suppose the instance contains a negation gadget and let R̃ be the reference
points of this gadget. Let P ⊂ Z2 and assume P does not contain forbidden points of the
gadget. Any triangulation D of P with ErrD(R̃) = 0 is positive at a iff it is negative at a′.

6 Reduction of Planar 3SAT

I Theorem 1. The zero-error triangulation problem is NP-hard for any value of p ≥ 1.
Thus the min-error triangulation problem cannot be approximated within any multiplicative
factor in polynomial time unless P = NP .

For an instance of the planar 3SAT problem we construct the corresponding zero-error
triangulation instance from the gadgets presented above. With an additional construction
we are able to delete all mandatory edges from the instance and argue that Lemmas 5-7 still
hold after the deletion. Then Lemmas 5-7 guarantee that the 3SAT formula is satisfiable if
and only if there is a zero-error triangulation of the corresponding triangulation instance.
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Abstract
The queue-number of a poset is the queue-number of its cover graph viewed as a directed acyclic
graph, i.e., the vertex order must be a linear extension of the poset. Heath and Pemmaraju conjec-
tured that every poset of width w has queue-number at most w. Recently, Alam et al. constructed
posets of width w with queue-number w + 1. Our contribution is a construction of posets with
width w with queue-number Ω(w2). This (asymptotically) matches the known upper bound.

1 Introduction

A queue layout of a graph consists of a total ordering on its vertices and a partition of its
edge set into queues, i.e., no two edges in a single block of the partition are nested. The
minimum number of queues needed in a queue layout of a graph G is its queue-number and
denoted by qn(G).

To be more precise, let G be a graph and let L be a linear order of the vertices. A
k-rainbow is a set of k edges {aibi : 1 ≤ i ≤ k} such that a1 < a2 < · · · < ak < bk < · · · <
b2 < b1 in L. A pair of edges forming a 2-rainbow is said to be nested. A queue is a set of
edges without nesting. Given G and L, the edges of G can be partitioned into k queues if
and only if there is no rainbow of size k + 1 in L. The queue-number of G is the minimum
number of queues needed to partition the edges of G over all linear orders L.

The queue-number was introduced by Heath and Rosenberg in 1992 [5] as a counterpart of
book embeddings. Queue layouts were implicitly used before and have applications in fault-
tolerant processing, sorting with parallel queues, matrix computations, scheduling parallel
processes, and in communication management in distributed algorithm (see [3,5,7]). There is
a rich literature exploring bounds on the queue-number of different classes of graphs [2,3,5,8].

In this note we study the queue-number of posets. This parameter was introduced in
1997 by Heath and Pemmaraju [4]. In the spirit of the older concept of the queue-number
of directed acyclic graphs, it is required that a precedes b in a queue layout whenever there
is a directed edge a → b, i.e., the queue layout of a directed acyclic graph is a topological
ordering and in the case of a poset, it is a linear extension.

A poset P is uniquely characterized by any digraph whose edge set is between the directed
cover graph and the directed comparability graph of P . These two digraphs are respectively
the transitive reduction and the transitive closure of any digraph representing P . In the
context of drawings, embeddings and layouts, it is natural to work with the sparse cover
graphs. For example a diagram of P is an upward drawing of the directed cover graph.

∗ S. Felsner was supported by DFG Grant FE 340/13-1.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



XX:2 On the Queue-Number of Partial Orders

The queue-number of P , denoted by qn(P ), is the smallest k such that there is a linear
extension L of P for which the resulting linear layout of the cover graph GP contains no
(k + 1)-rainbow. Figure 1 shows an example.

2 3 4 11657 10 9811

32

5 6

1110

7 8 9

4

Figure 1 A poset of width 5 and a queue layout with 2 queues indicated by colors.

Clearly qn(GP ) ≤ qn(P ), i.e., the queue-number of a poset is at least as large as the
queue-number of its (undirected) cover graph. It was shown by Heath and Pemmaraju [4]
that even for planar posets P there is no function f such that qn(P ) ≤ f(qn(GP )). They
also investigated the maximum queue-number of several classes of posets, in particular with
respect to bounded width (the maximum number of pairwise incomparable elements) and
height (the maximum number of pairwise comparable elements). In particular they gave
a nice argument showing that qn(P ) ≤ width(P )2 (see Proposition 1 below). The poset P

of height 2 and width w whose cover graph is the complete bipartite graph Kw,w attains
qn(P ) = width(P ). Actually, Heath and Pemmaraju conjectured that qn(P ) ≤ width(P ) for
every poset P .

Knauer, Micek, and Ueckerdt [6] showed that the inequality qn(P ) ≤ width(P ) holds for
all posets of width 2. Last year Alam et al. [1] constructed a non-planar poset of width 3
whose queue number is 4. They generalized the example and constructed for every w > 3 a
poset P with width(P ) = w and qn(P ) = w+1. A second contribution of Alam et al. consists
in a slight improvement of the upper bound: They show qn(P ) ≤ (w−1)2 +1 for all posets P

of width at most w.
Our contribution is the following theorem.

I Theorem 1.1. For every w > 3 there is a poset Pw of width w with

qn(Pw) ≥ w2/8.

These examples (asymptotically) match the upper bound. Besides yielding a strong
improvement of the lower bound, we also believe that our construction is conceptually sim-
pler than the examples provided by Alam et al. to disprove the conjecture of Heath and
Pemmaraju.

As an open problem we promote the question whether the original conjecture holds for
planar posets. In [6] it was shown that the queue-number of planar posets of width w is upper
bounded by 3w − 2 and that there are such planar posets P with qn(P ) = width(P ) = w.

2 Preliminaries

Before getting serious with our construction, we revisit the nice upper bound argument of
Heath and Pemmaraju. Let P = (X, <) be a poset of width w. Dilworth’s Theorem asserts
that X can be decomposed into w chains of P .

I Proposition 1 (Heath and Pemmaraju). For every poset P we have qn(P ) ≤ width(P )2.
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Proof. Let w = width(P ), let C1, . . . , Cw be a chain partition, and let L be any linear
extension of P . Partition the edges of the cover graph into w2 sets Qi,j with i, j ∈ [w] such
that (u, v) ∈ Qi,j if u ∈ Ci and v ∈ Cj . We claim that each Qi,j is a queue.

Let a < b < c < d in L support a pair of nesting cover edges and suppose that both edges
(a, d) and (b, c) belong to Qi,j . By definition a, b ∈ Ci and c, d ∈ Cj and from the ordering
in L we get a < b and c < d in P . Now we have a < b and b < c and c < d in P whence the
relation a < d is implied by transitivity. This contradicts that (a, d) is a cover edge. J

In fact we have shown a much stronger statement: If P and a chain partition C1, . . . , Cw

are given, then there is a partition of the edges of the cover graph of P into parts Qi,j with
i, j ∈ [w] such that each Qi,j is a queue for every linear extension L of P .

2.1 Concepts needed for the construction
Let P be a poset. The dual of P , denoted P̄ , is the poset on the same ground set such that:
x < y in P ⇐⇒ y < x in P̄ .

A poset P is 2-dimensional if and only if there are two linear extensions L1 and L2 such
that: x < y in P ⇐⇒ x < y in L1 and L2. Such a pair L1, L2 is called a realizer of P .

When drawing 2-dimensional posets, it is common to represent each element x by a point
with coordinates (x1, x2) where x1 is the position of x in L1 and x2 is the position of x in L2.

P̄

1 2 3 4 5 6 7 8 9

7
2
6
8
1
4
9
5
3

P

1 2

3 4

5

6 7

8

9

Figure 2 A poset P , its dual P̄ , and a 2-dimensional drawing of P .

3 Proof of Theorem 1.1

We define Pw recursively. For w = 1, 2 we let Pw be a w-chain, for w ≥ 3, the construction
of Pw is based on a copy of Pw−2, a reinforcement poset Rw−2 of width w−2 with two linear
extensions Lx and Ly, the duals P̄w−2 and R̄w−2 of Pw−2 and Rw−2, and two additional
points a and b. Due to space limitations, we refrain from giving a full formal description
of the construction. Instead, we invite the reader to take a look at Figure 3, which shows
a sketch of Pw. Note that the number p(w) of vertices of Pw is given by the recursion
p(w) = 2p(w − 2) + 6r(w − 2) + 2, where r(w) is the number of vertices of Rw. The edges
between X and Rw−2 are given by Lx such that for each i the i-th element of the chain X

is connected to the element of Rw−2 which is at position i in Lx. The edges between Y and
Rw−2 are given by Ly in the same way.

It can be seen from the sketch that Pw is self-dual, the reflection Pw ↔ P̄w has two fixed
points a and b. This shows that when analyzing qn(Pw), we can restrict the attention to
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b a

R̄w−2

P̄w−2

Pw−2

Rw−2

X Y

Figure 3 Recursive construction of Pw.

linear extensions of Pw which have a before b. With this assumption, a rainbow between
Rw−2 and either X or Y nests above each rainbow of Pw−2. If we let qw−2 be the size of a
rainbow between Rw−2 and either X or Y , then we have the recursion:

qn(Pw) ≥ qn(Pw−2) + qw−2 (1)

We think of this use of a self-dual construction as the symmetry trick. Constructions given
in [6] (Proof of Prop. 2) and [1] (Proof of Thm. 4) also use a recursion based on two copies of
the poset from the previous level of the recursion. This allows them to add an edge nesting
over the rainbow from the previous level of the recursion.

Now suppose that for each width u < w, we choose the poset Ru to be an antichain
of size u and the linear extensions Lx and Ly to be a realizer (think of Lx as the identity
permutation and of Ly as its reverse). The Lemma of Erdős-Szekeres asserts that in every
linear extension of Ru there is an increasing or a decreasing sequence of size at least d√ue,
i.e., qu = d√ue.

This value of qu together with inequality (1) yields

qn(Pw) ≥
∑

u<w; u≡w(2)

⌈√
u
⌉
∈ Θ(w3/2).
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For the proof of the theorem we need a better construction for the reinforcement posets Ru.
Such a construction will be provided in the proof of the following lemma1.

I Lemma 3.1. For each u ≥ 1, there is a 2-dimensional poset Ru of width u with a realizer
Lx, Ly, such that if L is a linear extension of Ru and dx and dy denote the maximum
lengths of an increasing sequence of L which is decreasing in Lx and Ly respectively, then
dx + dy ≥ u + 1.

The lemma says that we can assume the value qu = du+1
2 e. With inequality (1) we get:

qn(Pw) ≥
∑

u<w; u≡w(2)

⌈u + 1
2

⌉

In the case w odd, w = 2s + 1, we get qn(Pw) ≥ ∑s
k=1 k =

(
s+1

2
)
. In the case w even,

w = 2s, we get qn(Pw) ≥∑s
k=2 k =

(
s+1

2
)
− 1. A simple computation shows that for w ≥ 4

we get qn(Pw) ≥ w2/8, independent of the parity of w. This completes the proof.

3.1 The construction of Ru for Lemma 3.1
The construction of Ru is again recursive. Let R1 be a single point. Then clearly dx+dy = 2.
For the construction of Ru for u ≥ 2 we again use the symmetry trick. We take a series
composition of Q1 + a + Q2 where Q1 and Q2 are two copies of Ru−1 and compose it in
parallel with a single element b. We remark that element a is here only for the sake of the
exposition. The choice of the realizer Lx, Ly is depicted in Figure 4. Clearly width(Ru) =
width(Ru−1) + 1 = u.

a

Lx

b
Ly

Q1
x

y

Q2
x

y

Figure 4 The recursive construction of Ru with its realizer Lx, Ly.

Let L be any linear extension of Ru. First suppose that a < b in L. Let L′ be the
restriction of L to Q1. By induction the lengths d′x and d′y of increasing sequences of L′

which are decreasing in the two linear extensions of the realizer of Q1 satisfy d′x + d′y ≥ u.
Since b precedes Q1 in Lx and comes after Q1 in L, we have dx ≥ d′x + 1. Together with the
trivial dy ≥ d′y, we get dx + dy ≥ u + 1.

1 The lemma with a different proof was originally discovered by the first and the second author in joint
research with Francois Dross, Piotr Micek, and Michał Pilipczuk.
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If b < a we consider Q2. As before we get the two values d′x and d′y for the restriction L′

of L to Q2 and know by induction that d′x + d′y ≥ u. The position of b relative to Q2 in L

and Ly shows that dy ≥ d′y + 1, whence again dx + dy ≥ u + 1. This completes the proof of
the lemma.

4 Conclusion

We have made substantial progress in the understanding of queue-numbers of partial ordered
sets. We take the opportunity to list and comment on open questions in the field.

An obvious question is to ask for improved upper and lower bounds. More precisely, we
now know that the growth rate of the queue-number of posets of width w is (C +o(1))w2

for some constant C between 1/8 and 1. What is the precise value of constant C?
What is the maximum queue-number of planer posets of width w? Knauer, Micek, and
Ueckerdt [6] proved the lower bound w and the upper bound 3w − 2.
Heath and Pemmaraju [4] conjectured that planar posets on n elements have queue-
number at most

√
n. The k antichain together with a matching up to a chain X and a

matching down to a chain Y such that the chains represent a dual pair of linear extensions
is a planar poset P with width n = 3k elements and qn(P ) =

√
dn/3e.

In [6] is was shown that posets P of width 2 have qn(P ) ≤ 2. In [1] it was shown that
posets P of width 3 may have qn(P ) ≥ 4 and satisfy qn(P ) ≤ 5. Is 4 or 5 the best upper
bound in this case?
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Abstract
In the preprocessing model for uncertain data we are given a set of regions R which model the
uncertainty associated with an unknown set of points P . In this model there are two phases: a
preprocessing phase, in which we have access only to R, followed by a reconstruction phase, in
which we have access to points in P at a certain retrieval cost per point. We study the following
algorithmic question: how fast can we construct the Pareto front of P in the preprocessing model?

We introduce a new concept for algorithmic efficiency in the preprocessing model by introducing
the uncertainty region lower bound. We then apply this lower bound to the Pareto front.

Related Version https://arxiv.org/abs/2101.06079

1 Introduction

In many applications of geometric algorithms the input is inherently imprecise. A classic
example are GPS samples, which have a significant error. Geometric imprecision can be
caused by other factors as well. For example, when measuring a moving object, its location
may have an error dependent on its speed. Another example comes from I/O-sensitive com-
putations: exact locations may be too costly to store in local memory [3]. Algorithms that
can handle imprecise input have received considerable attention in computational geometry.

Preprocessing model. Held and Mitchell [14] introduced the preprocessing model of un-
certainty as a model to study the amount of geometric information contained in uncer-
tain points. In this model, the input is a set of geometric (uncertainty) regions R =
(R1, R2, . . . , Rn) with an associated “true” planar point set P = (p1, p2, . . . , pn). For any
pair (R, P ), we say that P respects R if each pi lies inside its associated region Ri; we as-
sume throughout the paper that P respectsR. The preprocessing model has two consecutive
phases: a preprocessing phase where we have access only to the set of uncertainty regions
R and a reconstruction phase where we can for each Ri ∈ R, retrieve the true location pi.
We want to preprocess R to create some linear-size auxiliary datastructure Ξ. Afterwards,
we want to reconstruct the desired output on P using Ξ faster than without preprocessing.

Löffler and Snoeyink [16] were the first to interpretR as a collection of imprecise measure-
ments of a true point set P . The size of Ξ and the running time of the reconstruction phase,
together quantify the information about (the Delaunay triangulation of) P contained in R.
This interpretation was widely adopted within computational geometry and motivated re-
cent results for constructing Delaunay triangulations [4, 5, 9, 20], convex hulls [12, 13, 17, 18]
and other planar decompositions [15, 19] for imprecise points. Bruce et al. [3] study a prob-
lem related to the prepreocessing model where they attach a fixed cost C to each retrieval.
We adopt their approach, but remove their assumption that C is a constant.
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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p1 p2 p3 p4 p1 p2 p4(a) (b)

Figure 1 The Pareto front of P can be implied by the geometry of R (left) or not (right).

Output format. Classical work in the preprocessing model ultimately aims to preprocess
the data in such a way that one can achieve a (near-)linear-time reconstruction phase.
Indeed, if the final output structure has linear complexity and must explicitly contain the
coordinates of each value in P , then returning the result takes trivially at least Ω(n) time.
However, this point of view is limiting in two ways. First, certain geometric problems, such
as the convex hull or the Pareto front, may have sub-linear output complexity. Second, even
if the output has linear complexity, it may be possible to find its combinatorial structure
without inspecting the true locations of all points. Consider the example in Figure 1: on the
left, we do not need to retrieve any point; on the right, we do not need to retrieve p3 after
we retrieve p4. Van der Hoog et al. [19] propose an addition to the preprocessing model
to enable a more fine-grained analysis in these situations: instead of returning the desired
structure on P explicitly, they instead return an indirect representation of the output. This
indirect representation can take the form of a pointer structure which is isomorphic to the
desired output on P , but where each value is a pointer to either a certain (retrieved) point,
or to an uncertain (unretrieved) point.

Contribution. We define a new concept for algorithmic efficiency for constructing an indi-
rect representation in the preprocessing model. Specifically, in Section 2 we introduce the
idea of an uncertainty-region lower bound. We show in Section 3 how to use this idea to
obtain a non-trivial lower bound for the construction of the Pareto front of imprecise points.
In the full version, we also present an algorithm which matches the lower bound.

2 Algorithmic lower bounds

To assess the efficiency of any algorithm we generally want to compare its performance to
a suitable lower bound. To lower bound the running time of an algorithmic problem, one
must first reason about the computational model in which the problem is studied. In the
full version, we elaborately discuss each well-studied computational model and reason about
how each of these apply. Henceforth, we make the most general assumption: which is that
we run our algorithm on a real-valued, comparison-based pointer machine. Two common
types of lower bounds are worst-case and instance lower bounds. The classical worst-case
lower bound takes the minimum over all algorithms A, of the maximal running time of A

for any pair (R, P ). The instance lower bound [1, 11] is the minimum over all A, for a fixed
instance (R, P ), of the running time of A on (R, P ). For the Pareto front the worst-case
lower bound is trivially Ω(n); worst-case optimal performance (for us, in the reconstruction
phase) is hence easily obtainable. Instance-optimality, on the other hand, is unobtainable
in classical computational geometry [1]. Consider, for example, the searching problem for a
value q amongst a set X of sorted numbers. For each instance (X, q), there exists a naive
algorithm that guesses the correct answer in constant time. Thus the instance lower bound
for binary search is constant, even though there is no algorithm that can perform binary
search in constant time in a comparison-based RAM model [10]. Hence we introduce a new
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lower bound for the preprocessing model, whose granularity falls in between the instance
and worst-case lower bound. Our uncertainty-region lower bound is the minimum over all A,
for a fixed input R, of the maximal running time of A on (R, P ) for any P that respects R.
The full version extensively reviews lower bound definitions.

We briefly revisit the definitions of worst-case and instance lower bounds in the prepro-
cessing model and then formally introduce our new uncertainty-region lower bound.

Worst-case lower bounds. The worst-case comparison-based lower bound of an algorithmic
problem P considers each algorithm1 plus datastructure pair (A, Ξ) which solves P in a
competitive setting with respect to their maximal running time:

Worst-case lower bound(P) := min
(A,Ξ)

max
(R,P )

Runtime(A, Ξ,R, P ) .

At this point, we wish to note that in classical algorithms, the worst-case lower bound is
the minimum runtime over all algorithms. In the reconstruction phase of the preprocessing
model, we take the minimum over all pairs of algorithms A and auxiliary datastructures Ξ;
since we want to include the preprocessing done in the preprocessing phase. Let L be the
number of distinct outcomes for all instances (R, P ) implies a lower bound on the maximal
running time for any algorithm A: regardless of preprocessing, auxiliary datastructures and
memory used, any comparison-based pointer machine algorithm A can be represented as a
decision tree where at each algorithmic step, a binary decision is taken [2, 7, 10]. Since there
are at least L different outcomes, there must exists a pair (R, P ) for which A takes log L

steps before A terminates (this lower bound is often referred to as the information theoretic
lower bound or sometimes the entropy of the problem [1, 6, 7], full version).

Instance lower bounds. A stronger lower bound, is an instance lower bound [1]. For a
given instance (R, P ), the instance lower bound of the reconstruction phase is:

Instance lower bound(P,R, P ) = min
(A,Ξ)

Runtime(A, Ξ,R, P ) .

Note that, just as with the worst-case lower bound, classical instance lower bounds ([1])
minimize over all algorithms A. We minimize over all pairs (AΞ) to translate their definition
to the preprocessing model. An algorithm A is instance optimal, if for every instance (R, P )
the runtime of A matches the instance lower bound. Löffler et al. [15] define proximity
structures that include quadtrees, Delaunay triangulations, convex hulls, Pareto fronts and
Euclidean minimum spanning trees.

1 We refer to comparison-based algorithms algorithms on an intuitive level: as RAM computations that
do not make use of flooring. For a more formal definition we refer to any of [1, 2, 8, 10].

(c)(b)(a) p1 p2 p3 p4 p5 p6

p7 pn

pn

Figure 2 Thrice a collection of grey uncertainty regions where the Pareto front, EMST or
Delaunay triangulation of the grey points is implied by the regions; plus an orange region Rn.
Depending on the placement of pn, it can neighbor any grey point in the final structure.
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I Theorem 1. [Illustrated by Figure 2.] Let the unspecified retrieval cost C not dominate
O(log n) RAM instructions and R be any set of pairwise disjoint uncertainty rectangles.
Then there exists no algorithm A in the preprocessing model with indirect representation
that can construct a proximity data structure on the true points which is instance optimal.

Uncertainty-region lower bounds. Worst-case optimality is easily attainable and we proved
that instance optimality is not attainable in the preprocessing model. Yet the examples in
Figure 1 and 2 intuitively have a lower bound of Θ(1) and Θ(log n + C), which is trivial to
match. We capture this intuition for an algorithmic problem P with input R:

Uncertainty-region lower bound(P,R) := min
(A,Ξ)

max
(P respects R)

Runtime(A, Ξ,R, P ) ,

and say an algorithm A is uncertainty-region optimal if for every R, A has a running time
that matches the uncertainty-region lower bound. Denote by L(R) the number of distinct
outcomes for all P that respect R. Via the information theoretic lower bound we know:

∀R, log |L(R)| ≤ Uncertainty-region lower bound(P,R) .

For constructing proximity structures in the preprocessing model with indirect representa-
tions, the value of log L(R) can range from anywhere between 0 and n log n. Consequently,
an optimal algorithm cannot necessarily afford to explicitly retrieve the entire point set P .

3 The Pareto front

LetR = (R1, R2, . . . , Rn) be a sequence of n pairwise disjoint closed axis-aligned uncertainty
rectangles, with underlying point set P . For ease of exposition, we assume R and P lie in
general position (no points or region vertices share a coordinate). We denote by [Ri, Rj ] :=
(Ri, Ri+1, . . . , Rj) a subsequence of j − i + 1 regions and similarly by [pi, pj ] a subsequence
of points. For two points p and q, we say that p (Pareto) dominates q if both its x- and
y-coordinates are greater than or equal to the respective coordinates of q. We say a point p

dominates a region R if it dominates the top right vertex. We define the Pareto front of P

as the boundary of the set of points that are dominated by a point in P . That is, the Pareto
front is the set of points in P that are not dominated by any other point in P , connected
by a rectilinear staircase. For any region or point R, we define its horizontal halfslab as the
union of all horizontal halflines that are directed leftward, whose apex lies in or on R. We
define the vertical halfslab symmetrically using downward vertical halflines.

In this section, we construct a function CP (R, P ) that for any pair (R, P ) outputs a
value. Given R, for each P we might obtain a different value CP (R, P ). However we show
that all of these values lower bound log |L(R)| and thus Uncertainty-region lower bound(P,R).

R4

R5 R2
R1R3

R1

R3 R4
R2

BR BTrunc(R)

(a) (b)

Figure 3 Left: a collection of uncertainty regions. Green is positive, red is negative and yellow
is potential. The horizontal halfslab of a green region is shown. Right: A collection of uncertainty
regions before and after truncation, note that we re-indexed the regions and flagged one.
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(a) (b)

Figure 4 A truncated set and its horizontal and vertical arrows.

We define a procedure Trunc. Given an original set R of n pairwise disjoint axis-aligned
rectangles, Trunc(R) returns a truncated set R′ where some regions may be flagged (marked
with a boolean). Refer to Figure 3. Specifically, all area from R, that is dominated by any
bottom left vertex in R gets removed. The remaining set of rectangular regions is the set
R′ = Trunc(R). Each region in R′ that is not empty, but different from its corresponding
region in R gets flagged. Observe that the Pareto front of the bottom left vertices of R
induce a well-defined order Trunc re-indexes the remaining regions according to top left to
bottom right ordering of their bottom left vertices.

Dependency graphs. Given a truncated set R, we define a (directed) dependency graph
denoted by G(R) as follows. The nodes of the graph correspond to regions in R. We
have two types of directed edges (horizontal and vertical arrows). A region Ri has a vertical
arrow to Rj if Rj succeeds Ri and is vertically visible from Ri (there exists a vertical segment
connecting Ri and Rj that does not intersect any other region in R). A region Ri has a
horizontal arrow to Rj if Rj precedes Ri and is horizontally visible from Ri. Refer to Figure 4.

The Pareto cost function. Now we are almost ready to define the function CP(R, P )
for truncated sets R. Before we can define the Pareto cost function, we define additional
concepts (Figure 5). By C we denote the unspecified cost for a retrieval. For all regions
Ri ∈ R, we denote by Vi the subset of [Ri, Rn] that is vertically visible from Ri (including
Ri itself) and by Hi the subset of [R1, Ri] that is horizontally visible from Ri (including Ri

itself). Given P , we denote by Vi(P ) ⊆ Vi: the union of {Ri} with the subset of Vi of regions
that are dominated by a point pj with j ≤ i. The set Hi(P ) is defined symmetrically.

Ri

(a) (b) (c)

Figure 5 A region Ri and the set Vi in orange. Middle: for a given set of points, the set Vi(P )
is shown in red. Right: the set Vi(P ) changes for different P , but always includes Ri.

Intuitively, the truncation operator represents the foresight about the Pareto front of P .
Now, given a truncated set R and P we construct a set R̃(P ) ⊂ R that intuitively represents
which regions ofR were geometrically interesting in hindsight. R̃(P ) is the subset ofR where
each Ri ∈ R̃(P ) is intersected by the Pareto front of P and one of three conditions holds:
1. Ri is flagged;
2. Ri intersects and edge e with endpoint pj ∈ P and i 6= j; and/or

EuroCG’21
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3. Ri is not a sink in G(R).
We define the Pareto cost function as: CP(R, P ) =

∑
Ri∈R̃(P ) C + log |Vi(P )|+ log |Hi(P )|.

Reconstruction. In the reconstruction phase an algorithm can use any auxiliary structure Ξ
to aid its computation. In the remainder of this section we consider any truncated set R of n

elements, together with any auxiliary datastructure. We provide an information-theoretical
lower bound, which depends on R and P , for both the number of RAM instructions and
disk retrievals required to construct an indirect output representation Ξ∗ regardless of Ξ.

3.1 A lower bound for disk retrievals
In the full version we revisit the instance-based lower bound proof by Bruce et al. [3] to
obtain the lemma below. The prior result by Bruce et al. enables one to identify for
each set of regions, a triple of uncertainty regions for which at least one point needs to be
retrieved (at cost unknown C). The authors then retrieve all three points, remove all areas
dominated by a point, and recurse. The novelty in our argument lies in the fact that for
each pair (R, P ) we can immediately, non-recursively characterize the regions which require
a disk retrieval using R̃(P ) which is a prerequisite for creating a data structure that will
return these regions.

I Lemma 2. Let R be a truncated set and let P be any point set that respects R. Any
algorithm that constructs Ξ∗ of P must perform at least 1

3 |R̃(P )| retrievals at cost C each.

3.2 A lower bound on RAM instructions
In Section 2 we defined the uncertainty-region lower bound. By an information-theoretical
lower bound (algebraic decision tree or entropy [1, 7]), we have, for any R, that the
Uncertainty-region lower bound is at least log L(R), where L(R) is the number of com-
binatorially different Pareto fronts of point sets that respect R. We prove the following:

I Lemma 3. Let R be a truncated set and P be any point set that respects R. Then
∑

Ri∈R̃(P )

log |Vi(P )|+ log |Hi(P )| ≤ 2 · log L(R) .

Given Lemma 2 and Lemma 3 we can immediately conclude:

I Theorem 4. Let R be a truncated set and P be any set that respects R. Then CP(R, P )
is fewer than three times the uncertainty-region lower bound of R.

In the full version, we show that for each pair (R, P ) this lower bound can be matched.
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Abstract
We consider Independent Set and Dominating Set restricted to VPG graphs. Combining the
well-known Baker’s shifting technique with bounded mim-width arguments, we provide simple
PTASes for these two problems on VPG graphs admitting a representation such that each grid-
edge belongs to at most t paths and the length of the horizontal part of each path is at most c,
for some c ≥ 1.

1 Introduction

Given a family O of geometric objects in the plane, the intersection graph of O has the
objects in O as its vertices and two vertices oi, oj ∈ O are adjacent in the graph if and
only if oi ∩ oj 6= ∅. If O is a set of curves in the plane, where a curve is a subset of
R2 homeomorphic to the unit interval [0, 1], then the intersection graph of O is a string
graph. Many important graph classes like planar graphs and chordal graphs are subclasses
of string graphs [16, 20] and so it is natural to study classic optimization problems such as
Independent Set and Dominating Set on string graphs.

Asinowski et al. [1] introduced the class of Vertex intersection graphs of Paths on a Grid
(VPG graphs for short). A graph is a VPG graph if one can associate a path on a grid
with each vertex such that two vertices are adjacent if and only if the corresponding paths
intersect on at least one grid-point. It is not difficult to see that the class of VPG graphs
coincides with that of string graphs [1]. For a VPG graph G, the pair R = (G,P) consisting
of a rectangular grid G and a family of paths P on G satisfying the property above is a VPG
representation of G. If a VPG graph admits a representation R such that each path in P
has at most k bends i.e., 90 degrees turns at a grid-point, the graph is a Bk-VPG graph.
The length of a path P ∈ P is the number of grid-edges used and a segment of P is either a
vertical or horizontal line segment in the polygonal curve constituting P .

Independent Set is known to be NP-complete on Bk-VPG graphs even for k = 0
[23]. Therefore, there has been a focus on providing approximation algorithms for restricted
subclasses of string graphs. Fox and Pach [14] gave, for every ε > 0, a nε-approximation
algorithm for k-string graphs i.e., string graphs in which every two curves intersect each
other at most k times. Lahiri et al. [24] provided a O(log2 n)-approximation algorithm for
B1-VPG graphs and a O(log d)-approximation algorithm for equilateral B1-VPG graphs (a
B1-VPG graph is equilateral if, for each path, its horizontal and vertical segment have the
same length), where d denotes the ratio between the maximum and minimum length of
segments of paths. Finally, they showed that Independent Set on equilateral B1-VPG
graphs where each horizontal and vertical segment have length 1 is NP-complete. Improving
on [24], Biedl and Derka [5] provided a 4 log n-approximation algorithm for the weighted
version of Independent Set on B2-VPG graphs. In the case of B1-VPG, this result
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
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was further improved by Bose et al. [6], who provided a 4 max{1, log OPT}-approximation
algori-thm for the weighted version of Independent Set.

Dominating Set is APX-hard on 1-string B1-VPG graphs (see, e.g., [26]). Mehrabi [26]
considered the subclass of 1-string B1-VPG graphs in which no endpoint of a path belong
to any other path and provided a O(1)-approximation algorithm. Bandyapadhyay et al.
[3] considered intersection graphs of L-frames, where an L-frame is a path on a grid with
exactly one bend, and provided a (2 + ε)-approximation algorithm in the case the bend of
each path belongs to a diagonal line with slope −1. They also showed that the problem
is APX-hard if each L-frame intersects a diagonal line and that the same holds if instead
all the frames intersect a vertical line. Chakraborty et al. [8] provided an 8-approximation
algorithm on intersection graphs of L-frames intersecting a common vertical line. They also
showed that there is a O(k4)-approximation algorithm on unit Bk-VPG graphs1 and, on the
negative side, that the problem is NP-hard on unit B1-VPG graphs.

To the best of our knowledge, it is not known whether there exist constant-factor approxi-
mation algorithms for Independent Set and Dominating Set even on B1-VPG graphs.

2 Our results

As we have just mentioned, three natural constraints on VPG graphs have been considered
in the search for efficient algorithms for Independent Set and Dominating Set: bound
the number of bends on each path, bound the number of intersections between any two paths
and bound the lengths of segments of paths. Unfortunately, combining these constraints is
not enough to guarantee polynomial-time solvability:

I Theorem 2.1. Independent Set and Dominating Set remain NP-complete when
restricted to VPG graphs admitting a 1-string B0-VPG representation such that each horizon-
tal path has length at most 2, even if such representation is part of the input.

But what about approximation algorithms? Perhaps surprisingly, it turns out that the
problems admit PTASes when those constraints are in place. More precisely, we show the
following:

I Theorem 2.2. Let t ≥ 0 and c ≥ 1 be integers. Independent Set and Dominating
Set admit a PTAS when restricted to VPG graphs with a representation R = (G,P) such
that:

1. each path in P has a polynomial (in |P|) number of bends;
2. each grid-edge in G belongs to at most t paths in P;
3. the horizontal part of each path in P has length at most c.

Here the horizontal part of a path is the interval corresponding to the projection of the
path onto the horizontal axis. Clearly, for fixed k ≥ 0, Bk-VPG graphs satisfy condition
1. The class of VPG graphs satisfying condition 2 is rich as well: it contains k-string VPG
graphs, for any fixed k, VPG graphs with maximum degree at most t− 1 and VPG graphs
with maximum clique size at most t. Notice that recognizing string graphs (and so VPG
graphs) is NP-complete [19, 29]. Similarly, for each fixed k ≥ 0, recognizing Bk-VPG graphs
is NP-complete [9, 21]. Since our PTASes require a VPG representation, we then assume this

1 A Bk-VPG graph is unit if each path consists only of segments with unit length. Notice that every
Bk-VPG graph is a unit Bk′ -VPG graph for some finite k′ ≥ k.
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Figure 1: A VPG representation on a bounded number of columns of a split graph whose vertices are
partitioned into an independent set I (red paths) and a clique C (black paths).

is always given as part of the input. For each path in the input representation, we maintain
a list consisting of its endpoints and bend-points and so the reason behind condition 1 is to
avoid the following pathological behavior: there exist string graphs on n vertices requiring
paths with 2Ω(n) bends in any representation (this follows from [22]).

I Remark. The result for Dominating Set in Theorem 2.2 is best possible in the sense
that, if we remove one of conditions 2 and 3, Dominating Set does not admit a PTAS,
unless P = NP. Indeed, every split graph admits a VPG representation R = (G,P) such
that each path in P has O(|P|) bends and horizontal part of length at most 3 (see Figure 1).
On the other hand, Dominating Set restricted to split graphs cannot be approximated
within a factor of (1 − ε) lnn, for any constant ε > 0, unless NP ⊆ DTIME(nO(log log n))
[10]. Moreover, every circle graph is a 1-string B1-VPG graph [1] and Dominating Set
is APX-hard on circle graphs [12]. The situation is more subtle for Independent Set, as
it has been asked several times whether the problem is APX-hard on Bk-VPG graphs (see,
e.g., [5, 25]) and this remains open.

As observed above, the study of these two problems on VPG graphs has focused mostly
on Bk-VPG graphs with k ≤ 2 and, to the best of our knowledge, ours are the first PTASes
on a non-trivial subclass of VPG graphs. The PTAS for Dominating Set shows that
the constant-factor approximation algorithm on unit Bk-VPG graphs in [8] can in fact be
improved if input graphs satisfy also condition 2.

3 Techniques

Our PTASes are obtained by adapting Baker’s shifting technique [2] to the string graph
setting and showing boundedness of an appropriate width parameter. Baker’s technique has
already been applied to Independent Set in B1-EPG graphs [7] and our main contribution
is to pair it with powerful mim-width arguments. Our key observation is that if a VPG
graph admits a VPG representation with a bounded number of columns and such that each
grid-edge belongs to a bounded number of paths, then the graph has bounded mim-width
(Theorem 3.3). We then use Baker’s shifting technique by solving the problems optimally
on each slice with bounded number of columns.

Maximum induced matching width (mim-width for short) is a graph parameter, intro-
duced by Vatshelle [31], measuring how easy it is to decompose a graph along vertex cuts
inducing a bipartite graph with small maximum induced matching size. Replacing induced
matchings with matchings, one obtains the related parameter called maximum matching
width (mm-width for short) [31]. The modelling power of mim-width is stronger than that
of treewidth, in the sense that graphs of bounded treewidth have bounded mim-width but
there exist graph classes (interval graphs and permutation graphs) with mim-width 1 [31]
and unbounded treewidth [15]. On the other hand, mm-width and treewidth are equivalent
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parameters, in the sense that one is bounded if and only if the other is [31].
We now properly define mim-width and mm-width. A branch decomposition for a graph

G is a pair (T, δ), where T is a subcubic tree and δ is a bijection between the vertices of G
and the leaves of T . Each edge e ∈ E(T ) naturally splits the leaves of the tree in two groups
depending on their component when e is removed. In this way, each edge e ∈ E(T ) represents
a partition of V (G) into two partition classes Ae and Ae, denoted (Ae, Ae). Denoting by
G[X,Y ] the bipartite subgraph of G induced by the edges with one endpoint in X and the
other in Y , mim-width and mm-width are defined as follows:

I Definition 3.1. Let G be a graph and let (T, δ) be a branch decomposition for G.
For each edge e ∈ E(T ) and the corresponding partition (Ae, Ae) of V (G), we denote by
cutmimG(Ae, Ae) and cutmmG(Ae, Ae) the size of a maximum induced matching and maxi-
mum matching inG[Ae, Ae], respectively. The mim-width of the branch decomposition (T, δ)
is the quantity mimwG(T, δ) = maxe∈E(T ) cutmimG(Ae, Ae). The mim-width mimw(G) of
the graph G is the minimum value of mimwG(T, δ) over all possible branch decompositions
(T, δ) forG. The mm-width of the branch decomposition (T, δ) is the quantity mmwG(T, δ) =
maxe∈E(T ) cutmmG(Ae, Ae) and the mm-width mmw(G) of the graph G is the minimum
value of mmwG(T, δ) over all possible branch decompositions (T, δ) for G.

Notice that, for any branch decomposition (T, δ) for G, mimwG(T, δ) ≤ mmwG(T, δ)
and so mimw(G) ≤ mmw(G). It is well-known that boundedness of treewidth allows
polynomial-time solvability of several otherwise NP-hard graph problems. Boundedness
of mim-width has important algorithmic consequences as well, in particular for the so-called
(σ, ρ)-domination problems, a subclass of graph problems expressible in MSO1 introduced
by Telle and Proskurowski [30] and including Independent Set and Dominating Set:

I Theorem 3.2 (see, e.g., [17]). There is an algorithm that, given a graph G and a branch
decomposition (T, δ) for G with w = mimwG(T, δ), solves Independent Set and Domina-
ting Set in O(n4+3w) time.

It should be remarked that, in contrast to treewidth, deciding the mim-width of a graph
is W[1]-hard [28]. However, it is possible to find branch decompositions of constant mim-
width in polynomial time for several classes of graphs such as permutation graphs, convex
graphs [4], H-graphs [13], leaf powers [17].

I Theorem 3.3. Let G be a VPG graph with a representation R = (G,P) such that each
grid-edge in G belongs to at most t paths in P and G contains at most ` columns, for
some integers t, ` ≥ 0. Then mimw(G) ≤ mmw(G) ≤ 3t · (` + 1). Moreover, if we are
given a VPG graph G on n vertices together with a representation R = (G,P) as above
and such that in addition each path in P has a number of bends polynomial in n, then
it is possible to compute in O(n logn) time a branch decomposition (T, δ) for G such that
mimwG(T, δ) ≤ mmwG(T, δ) ≤ 3t · (`+ 1).

I Remark. Theorem 3.3 is best possible in the following strong sense: both conditions on
the VPG graph are necessary to guarantee boundedness of mim-width. As for the first,
consider split graphs. They admit a VPG representation (G,P) such that G contains at
most 4 columns (see Figure 1) but they do not have bounded mim-width [27]. As for the
second, consider grid graphs. Since any grid graph is planar and bipartite, it is a contact
graph of a family P of interiorly disjoint segments on a rectangular grid G [11] and hence
admits a VPG representation (G,P) such that each grid-edge in G belongs to at most one
path in P. On the other hand, grid graphs do not have bounded mim-width [31].
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Recalling that for any graph G, tw(G) ≤ 3·mmw(G)−1 [18, 31], the graphs satisfying the
assumptions in Theorem 3.3 have treewidth at most 9t · (`+ 1)− 1. However, in bounding
treewidth for these graphs, it seems more natural to work with branch decompositions
rather than directly using tree decompositions as in the classical definition of treewidth. We
conclude with a sketch of the proof of Theorem 2.2:

Sketch of proof. We provide the PTAS for Dominating Set. Let G be an input graph on
n vertices with grid representationR = (G,P). We assume that G is connected. This implies
that no column in G is unused and so the number of columns m is at most (c+1)n. Without
loss of generality, the paths in P contain only grid-points with x-coordinates between 0 and
m − 1 and y-coordinates at least 0. Given 0 < ε < 1, we fix k = dc( 2

ε − 1)e. Clearly,
k > c. We finally assume that m > k + 2c − 1, or else we can compute an exact solution
by Theorems 3.2 and 3.3. We then proceed as follows. For a fixed s ∈ {0, . . . , k + c − 1},
we let r = dm−s−c

k+c e. For any i ∈ {0, . . . ,m − 2}, we compute in time polynomial in n the
set Xi of vertices whose corresponding path contains a grid-edge [(i, j), (i + 1, j)] for some
j ∈ N (we also set X−1 = ∅ and Xm−1 = ∅). For any j ∈ {0, . . . ,m − 1}, we compute in
time polynomial in n the set Vj of vertices whose corresponding path intersects column j.
We then partition G into slices as follows. For any i ∈ {0, . . . , r}, we define V (i, s) and the
set E(i, s) of exterior vertices of V (i, s) as follows (see Figure 2):

V (0, s) =
⋃s+c−1

`=0 V` and E(0, s) = Xs+c−1;
For 0 < i < r, V (i, s) =

⋃k+2c−1
`=0 V(i−1)·(k+c)+s+` and E(i, s) is the union of EL(i, s) =

X(i−1)·(k+c)+s−1 and ER(i, s) = Xi·(k+c)+s+c−1;
V (r, s) =

⋃m−1
`=(r−1)·(k+c)+s V` and E(r, s) = X(r−1)·(k+c)+s−1.

Moreover, for any i ∈ {0, . . . , r}, the set I(i, s) of interior vertices of V (i, s) is defined as
V (i, s)\E(i, s). For i ∈ {0, r}, we now let GI(i, s) = G[I(i, s)] and let GLR(i, s) be the graph
with vertex set V (i, s) and edge set E(G[V (i, s)]) ∪ {uv : u, v ∈ E(i, s)}. Moreover, for 0 <
i < r: GI(i, s) = G[I(i, s)]; GL(i, s) is the graph with vertex set IL(i, s) = I(i, s) ∪ EL(i, s)
and edge set E(G[IL(i, s)]) ∪ {uv : u, v ∈ EL(i, s)}; GR(i, s) is the graph with vertex set
IR(i, s) = I(i, s) ∪ ER(i, s) and edge set E(G[IR(i, s)]) ∪ {uv : u, v ∈ ER(i, s)}; GLR(i, s) is
the graph with vertex set V (i, s) and edge set E(G[V (i, s)]) ∪ {uv : u, v ∈ EL(i, s)} ∪ {uv :
u, v ∈ ER(i, s)}.

V (i, s)

(i− 1)(k + c) + s− 1
(i− 1)(k + c) + s + c− 1

∈ EL(i, s)

V (i − 1, s)

i(k + c) + s + c

∈ ER(i, s)

∈ ER(i− 1, s)

Figure 2: The partition of the input graph G into slices.
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We then observe that, for each i such that the corresponding graphs are defined, the
VPG representations of GI(i, s), G[V (i, s)], G[IL(i, s)] and G[IR(i, s)] induced by R contain
a bounded number of columns. Using Theorems 3.2 and 3.3, we then compute minimum
dominating sets SI(i, s), SL(i, s), SR(i, s) and SLR(i, s) of GI(i, s), GL(i, s), GR(i, s) and
GLR(i, s), respectively, in time polynomial in n. Now, for 0 < i < r, let S(i, s) be a
set of minimum cardinality among SI(i, s), SL(i, s), SR(i, s) and SLR(i, s). Similarly, for
i ∈ {0, r}, let S(i, s) be a set of minimum cardinality among SI(i, s) and SLR(i, s). We then
repeat the procedure above for each fixed s ∈ {0, . . . , k+ c− 1} in order to compute the sets
Ss =

⋃r
i=0 S(i, s) and return the smallest set S among the Ss’s in time polynomial in n. It

can be shown that S is a dominating set of G such that |S| ≤ (1 + ε)|OPT|. J
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10 M. Chleb́ık and J. Chleb́ıková. Approximation hardness of dominating set problems in
bounded degree graphs. Information and Computation, 206(11):1264–1275, 2008.

11 J. Czyzowicz, E. Kranakis, and J. Urrutia. A simple proof of the representation of
bipartite planar graphs as the contact graphs of orthogonal straight line segments.
Information Processing Letters, 66(3):125–126, 1998.

12 M. Damian and S. V. Pemmaraju. APX-hardness of domination problems in circle
graphs. Information Processing Letters, 97(6):231–237, 2006.



REFERENCES 46:7

13 F. V. Fomin, P. A. Golovach, and J.-F. Raymond. On the tractability of optimization
problems on h-graphs. Algorithmica, 82(9):2432–2473, 2020.

14 J. Fox and J. Pach. Computing the independence number of intersection
graphs. In Proceedings of the Twenty-Second Annual ACM-SIAM Symposium on
Discrete Algorithms, SODA ’11, pages 1161–1165. Society for Industrial and Applied
Mathematics, 2011.

15 M. C. Golumbic and U. Rotics. On the clique-width of some perfect graph classes.
International Journal of Foundations of Computer Science, 11(03):423–443, 2000.
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Abstract
We study subtrajectory clustering under the Fréchet distance. Given a polygonal curve P with
n vertices, and parameters k and `, the goal is to find k center curves of complexity at most
` such that every point on P is covered by a subtrajectory that has small Fréchet distance to
one of the k center curves. We suggest a new approach to solving this problem based on a set
cover formulation leading to polynomial-time approximation algorithms. Our solutions rely on
carefully designed set system oracles for systems of subtrajectories.

1 Introduction

Many applications use recorded sequences of positions of moving objects, such as migrating
animals, sports players, traffic. Other types of movement are also possible, such as in gesture
analysis or eye tracking. Given the nature of the data aquisition, we usually model such
trajectory data as piecewise linear curves in Rd. One particular question which has gotten
much attention relates to clustering trajectory data; typically, one wishes to extract good
representative curves that summarize the data well. This necessitates a notion of similarity
to compare and evaluate simplified representations of curves. The Fréchet distance is one
such measure, which in addition to geometric closeness also takes the flow of the curve
into account; see the next section for the precise definition. In this paper, we consider the
problem of covering an input curve with a small set of representative curves, where every
portion of the input curve is similar to some representative under the Fréchet distance. Our
main focus is to recast this problem in a set system framework and to study approximation
algorithms for the corresponding set cover problem.

2 Related work

There are a number of heuristic approaches for clustering trajectories [19] as well as more
theoretical approaches based on similarity measures [18] and relative homology [17]. The
problem is often studied in a setting where each of the trajectories to be clustered is given
as an immutable element of a specific metric space.

In subtrajectory clustering, however, the goal is to find self-similarities within one long
trajectory (see Figure 1 for an example). To this end, we ask to find a suitable decomposition
that splits the input trajectory into smaller subsections (subtrajectories) that can be clustered.
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Bellairs Research Institute in Barbados, January 31 – February 7, 2020. The authors are grateful to
the organizers and to the participants of this workshop. Anne Driemel acknowledges funding from the
DFG (project nr. 313421352). Hugo Akitaya is supported by NSERC. Erin Chambers acknowledges
funding from the National Science Foundation through grants CCF-1614562, CCF-1907612 and DBI-
1759807. A full version of this article is available on arXiv [2].
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1 - 3

Figure 1 Left: Example of a possible subtrajectory cluster within the trajectory of a soccer
player; Right: Example (k, `)-clustering [8].

Alternatively, we may ask for a covering instead of a decomposition by allowing subtrajectories
to overlap. There are many different variants of subtrajectory clustering studied and heuristics
for finding subtrajectory clusters have been proposed [14, 15]. One of the earlier theoretical
results for subtrajectory clustering under the Fréchet distance [6, 13] focuses on finding one
cluster of long subtrajectories that are similar to each other, optimizing different parameters.
They also show that finding an optimal cluster is NP-complete. In subsequent work, the
algorithmic techniques were shown to be useful for map construction [4, 5]. Recently, the
authors of [1] proposed to study facility location for subtrajectory clustering under the
discrete Fréchet distance. They present O(logm)-approximation algorithms, where m is the
number of points on the input curve. The main algorithm runs in Õ(|B|m3) if B is a set
of candidate center curves given with the input. They show how to generate a suitable
set B of size O(m2), and how to reduce the size to O(m) at the expense of an additional
O(logm)-factor in the approximation quality. Our work is different from [1] in many ways.
We restrict the complexity of admissible center curves and we use the continuous Fréchet
distance. The authors of [1] also consider a set cover problem as an intermediate step of their
algorithm, but their formulation leads to a set system of exponential size. Our approach
instead puts a set system at the center of the problem definition, and our main contribution
is a careful formulation of suitable set systems of much smaller size that lend themselves to
efficient approximation. Our work draws from ideas and techniques developed in works on
the (k, `)-clustering variant for trajectories [12, 7, 16, 9] (see Figure 1 for an exmaple), as
well as fundamental work on computing hitting sets of set systems for low VC-dimension [3],
which have previously not been applied to subtrajectory clustering. Given a polygonal curve
P with n vertices, and parameters k and `, the goal is to find k center curves of complexity
at most ` such that every point on P is covered by a subtrajectory, that has small Fréchet
distance to one of the k center curves.

3 Preliminaries

A sequence of n points p1, . . . , pn ∈ Rd defines a polygonal curve P by linearly interpolating
consecutive points, that is, for each i, we obtain the edge {tpi+(1−t)pi+1|t ∈ [0, 1]}. We may
think of P resulting from the concatenation of the edges in the given order as a parametrized
curve, that is, a function P : [0, 1] 7→ Rd. Note that for any such parametrized curve we
can find real values s1 ≤ · · · ≤ sn, such that P (si) = pi. We call the ordered set of the
pi the vertices of P and we denote it with V (P ). We call the number of vertices n the
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complexity of the curve. For any two a, b ∈ [0, 1] we denote with P [a, b] the subcurve of
P that starts at P (a) and ends at P (b). Let Xd` = (Rd)`. We think of the elements of this
set as sequences of ` points in Rd, the set of all polygonal curves of ` vertices in Rd.

For two parametrized curves P and Q, we define their Fréchet distance as

dF (P,Q) = inf
γ:[0,1] 7→[0,1]

sup
t∈[0,1]

‖P (γ(t))−Q(t)‖,

where γ ranges over all strictly monotone increasing functions. A curve Q ∈ Xd` is an `-
simplification of a curve P if its Fréchet distance is minimum among all curves in Xd` . Let
X be a set. We call a set R, where any r ∈ R is of the form r ⊆ X a set system with
ground set X. Let R be a set system with ground set X. A set cover of R is a subset
S ⊂ R such that the ground set is covered by the union of the sets in S. The set cover
problem asks to find a set cover for a given R of minimum size.

4 Problem definition

Let P be a polygonal curve given by a sequence of points p1, . . . , pn ∈ Rd and endowed with
a set of m real values 0 = t1 < t2 < · · · < tm = 1 which define a set of subcurves of the form
Sij = P [ti, tj ]. Consider set of values ti, we refer to the respective points on the curve P (ti)
for 1 ≤ i ≤ m as breakpoints. Let ` ∈ N and ∆ ∈ R be fixed parameters.

Consider the set system R with ground set Z = {1, . . . ,m − 1} where each set rQ ∈ R
is defined by a polygonal curve Q ∈ Xd` as follows

rQ = {z ∈ Z | ∃i ≤ z < j with dF (Q,P [ti, tj ]) ≤ ∆} (1)

The main problem we are studying in this paper is to compute minimum-size set covers
for set systems defined as above; the set system framework allows us to draw from a rich
background of techniques in computing set covers. Our motivation is the related clustering
problem, where we think of Q as a candidate for a cluster center and the curves P [ti, tj ]
as subcurves that are to be clustered. The goal is to cover the entire curve P with a small
set of metric balls centered at polygonal curves of low complexity. More precisely, we want
to find a minimum-size set of polygonal curves C ⊂ Xd` , such that the cost of clustering P
under the Fréchet distance is at most ∆; here, we break P into subcurves determined by
the breakpoints, each of which must match to some curve of C. We define the cost function

φ(P,C) = min
I⊆S

max
(i,j)∈I

min
q∈C

dF (P [ti, tj ], q),

where S = {(i, j) ∈ N2 | 1 ≤ i < j ≤ m}, and we require that I satisfies

[0, 1] =
⋃

(i,j)∈I
[ti, tj ].

I represents a set of intervals starting and ending at breakpoints that together cover the
parametrization interval of P . The problem we study in this paper is to find a set of cluster
centers C ⊂ Xd` of size k, such that φ(P,C) ≤ ∆. It is important to note that we do not
compute a clustering of the set of subcurves of P . Instead, we want to find a covering of the
curve P with subcurves that allows for a good clustering.
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5 Results

Using the techniques described further below, we can show results of the following form.
Let P : [0, 1] → Rd be a polygonal curve of complexity n with breakpoints 0 ≤

t1, . . . , tm ≤ 1. Assume there exists a set C ⊂ Xd` of size k, such that φ(P,C) ≤ ∆. We
prove that there exists an algorithm that computes an approximation to the exact solution:
a set C ′ ⊂ Xd`′ of size k′ such that φ(P,C ′) ≤ ∆′, for several possible target approximations
k′, `′, and ∆′ that depend upon k, `, and ∆. Table 1 gives an overview of our running times
and approximation quality. Details are in the full version [2], and below we sketch the main
ideas. In addition, we show in the full version that, even when fixing ` = 1 and minimizing
k, this problem is NP-Hard, via a reduction from Planar-Monotone-3SAT.

k′ `′ ∆′ running time

O(k logm) ` 3∆ O(m3n`+m4 +m2TS(n, `)))

O(k logm) ` O(∆) Õ(m4`2 + n+m2TS(n, `))

O(k log k logm loglogm) 2` O(∆) Õ
(
m2k2`2 +mn

)

Table 1 Overview of results. We use Õ(·) to denote asymptotic running times omitting
logarithmic factors. TS(n, `) is the running time to compute an `-simplification of a curve of P [ti, tj ]
for any 0 ≤ i < j ≤ 1.

6 A set system for approximation

We modify the set system in a way that preserves the initial structure but allows for
more efficient approximations of the clustering problem. Starting from the center curve
problem [7], let P ⊆ XdN be a set of curves. Assume ` ∈ N is fixed. For q ∈ P let µ`(q) be a
`-simplification of q. By the triangle inequality, it holds for any q ∈ P, and for any c ∈ Xd` ,

max
p∈P

dF (p, µ`(q)) ≤ max
p∈P

(dF (p, c) + dF (c, q) + dF (q, µ`(q))) ≤ 3 max
p∈P

dF (p, c)

In particular, this holds for c being the optimal 1-center curve which minimizes the maximum
Fréchet distance to the curves in P. At the same time, the simplification µ`(q) is a valid
solution to the center curve problem. This implies that µ`(q) is a 3-approximation to the
optimal 1-center. Therefore, this yields a 3-approximation to the center curve problem, as
long as an optimal simplification can be computed exactly.

Consider a set system R̃0 defined on the ground set Z = {1, . . . ,m− 1}, where each set
ri,j ∈ R̃0 is of the form

ri,j = {z ∈ Z | ∃i′ ≤ z < j′ with dF (P [ti′ , tj′ ], µ`(P [ti, tj ])) ≤ 3∆}.
I Lemma 1. For any rQ ∈ R, there is a ri,j ∈ R̃0 such that rQ ⊆ ri,j.
Proof. We can rewrite the definition of rQ as follows. Let Y be the set of tuples (i, j) ∈ N2

with 1 ≤ i < j ≤ m and dF (Q,P [ti, tj ]) ≤ ∆. We have that rQ =
⋃

(i,j)∈Y [i, j) ∩ N. Let
(i, j), (i′, j′) ∈ Y . Using the triangle inequality, we can bound dF (P [ti′ , tj′ ], µ`(P [ti, tj ])) by

dF (P [ti′ , tj′ ], Q) + dF (Q,P [ti, tj ]) + dF (P [ti, tj ], µ`(P [ti, tj ])) ≤ 3∆.

By the definition of ri,j , we have [i′, j′)∩N ⊆ ri,j and therefore rQ ⊆ ri,j . In other words,
we can choose any maximal set of covered intervals within rQ and use the simplification of
the corresponding subcurve of P to find a set of R̃0 that includes rQ. J
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The well-known greedy set cover algorithm yields an O(log(m)) approximation for a
ground set of size m [10]. The algorithm works as follows: It incrementally builds a set
cover by taking the set with the largest number of uncovered elements in each step. We
apply this algorithm to the set system R̃0. From the resulting set cover we obtain a set C
consisting of `-simplifications µ`(P [ti, tj ])) for each ri,j , such that φ(P,C) ≤ 3∆. Then, it
remains to show that efficient set system oracles can be built for R̃0. This can be done by
employing data structures for Fréchet queries, such as the one by Driemel and Har-Peled [11].
From this we obtain the first two results in Table 1.

7 A faster algorithm

Our main result is an adaptation of the set cover algorithm by Brönniman and Goodrich [3]
that improves upon the greedy set cover in terms of running time. The result is stated in
the bottom line of Table 1. A crucial element is the formulation of a suitable set system for
approximation. Here, we describe such a set system for ` = 2. We define the set system
R̃2 with ground set Z = {1, . . . ,m − 1}. Denote τi,j = P (ti)P (tj). For a subsequence
S = s1, . . . , sr of 1, . . . ,m, denote

π(S) = τs1,s2 ⊕ τs2,s3 ⊕ · · · ⊕ τsr−1,sr .

A tuple (i, j) with 1 ≤ i ≤ j ≤ m defines a set ri,j ∈ R̃2 as follows

ri,j = {z ∈ Z | ∃x ∈ [xz, z], y ∈ [z + 1, yz] with dF (π(x, z, z + 1, y), τi,j)) ≤ 2∆},

where xz ≤ z < yz are indices which we obtain as follows. We scan breakpoints starting
from z in the backwards order along the curve and to test for each breakpoint x, whether

dF (τx,z, P [tx, tz]) ≤ 4∆. (2)

If x satisfies (2), then we decrement x and continue the scan. If x = 0 or if x does not
satisfy (2), then we set xz = x+ 1 and stop the scan. To set yz we use a similar approach:
We scan forwards from z+1 along the curve and test for each breakpoint y the same property
with τz+1,y and P [tz+1, ty]. If y satisfies the property, we increment y and continue the scan.
If y = m+1 or if y does not satisfy the property we set yz = y−1 and stop the scan. Figure 2
shows an example of z, xz and yz, and Figure 3 illustrates the idea of the query algorithm.

τi,j

Q

z
z + 1

x

y

j

i

P xz

yz

π(x, z, z + 1, y)

Figure 2 Example of a curve P and index z, such that z ∈ ri,j for some ri,j ∈ R̃2. Also shown
is a line segment Q, such that z ∈ rQ of the initial set system R. After preprocessing, we can test
z ∈ ri,j in constant time while using space in O(m2 + n).
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τi,j

π(x, z, z + 1, y)

z + 1

z

x
y

i
j

2∆
2∆

λ λ′

λ
λ′

0

1

Figure 3 Illustration of the query z ∈ ri,j . The query checks if a monotone path is feasible in the
2∆-free-space diagram (right) of a subcurve of the proxy curve π(x, z, z+ 1, y) of z and a query τi,j

(left) for any x ∈ [xz, z] and y ∈ [z + 1, yz]. We can show that the query z ∈ ri,j can be answered
in O(1) time (after preprocessing).

7.1 The set system oracle

We describe a set system oracle for R̃2. In particular, we show how to build a data structure
that answers a query, given indices i, j and z, for the predicate z ∈ ri,j in O(1) time.

To build the data structure for the oracle, we first compute the indices xz and yz for
each 1 ≤ z ≤ m − 1, as specified in the definition of the set system. Next, we construct
a data structure that can answer for a pair of breakpoints i and z if there is a breakpoint
x with xz ≤ x ≤ z such that ‖P (tx) − P (ti)‖ ≤ 2∆ in O(1) time. For this we build an
m×m matrix M in the following way. For each breakpoint i we go through the sorted list
of breakpoints and check if ‖P (ti)−P (tj)‖ ≤ 2∆ for each 1 ≤ j ≤ m. While doing that, we
determine for each j which is the first breakpoint zi,j ≥ j with ‖P (ti)−P (tzi,j )‖ ≤ 2∆. The
entries zi,j are then stored in the matrix M at position M(i, j). Given the Matrix M the
oracle can answer if there is a breakpoint x with xz ≤ x ≤ z such that ‖P (tx)−P (ti)‖ ≤ 2∆
by checking if M(i, xz) ≤ z. The data structure can also answer if there is a breakpoint y
with z + 1 ≤ y ≤ yz such that ‖P (ty)− P (tj)‖ ≤ 2∆ by checking if M(j, z + 1) ≤ yz. The
final data structure stores the matrix M only.

We answer queries as follows. Given z, i and j, we want to determine if z ∈ ri,j . We return
“yes”, if the following three conditions are satisfied: (i) M(i, xz) ≤ z (ii) M(j, z + 1) ≤ yz
(iii) ‖s− P (tz)‖ ≤ 2∆, where s is the intersection of the bisector between the points P (tz)
and P (tz+1) and the line segment τi,j . Otherwise, the algorithm returns “no”.

Correctness is implied by the following lemma.

I Lemma 2. dF (π(x, z, z + 1, y), τi,j) ≤ 2∆ if and only if the following three conditions are
satisfied: (i) ‖P (tx) − u‖ ≤ 2∆ (ii) ‖P (ty) − v‖ ≤ 2∆ (iii) min λ,λ′∈[0,1]

λ≤λ′
(‖a − (λv + (1 −

λ)u)‖, ‖b−(λ′v+(1−λ′)u)‖) ≤ 2∆ where a = P (tz), b = P (tz+1), u = P (ti), and v = P (tj).

7.2 The general case

For the general case, where ` ≥ 2, we replace the edges of the proxy curve π in the above
set system by simplifications of the corresponding subcurves. We show that it is possible to
ensure that these simplifications are nested in a certain way. This in turn allows us to build
efficient data structures for this set system, leading to the third result in Table 1.
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Abstract
We study level planarity testing of graphs with a fixed combinatorial embedding for three different
notions of combinatorial embeddings, namely the level embedding, the upward embedding and the
planar embedding, which allow for increasing degrees of freedom in the corresponding drawings.

For the fixed level embedding there are known, easy to test level planarity criteria. We use these
to prove an untangling lemma that plays a key role in a simple level planarity test with fixed upward
embedding. This test is then adapted to the case where only the planar embedding is fixed. Further,
we characterize radial upward planar embeddings, which lets us extend our results to radial level
planarity. No algorithms were previously known for these problems.

1 Introduction

Level planarity and upward planarity are planarity variants for directed graphs that enrich the
notion of planarity by imposing additional requirements based on the directions of the edges. A
drawing of a directed graph is upward if all edges are drawn as y-monotone curves. In the level
planar setting the y-coordinates of the vertices are fixed. Both planarity variants also exist in a
radial form, which we view as upward drawings on the surface of an infinite standing cylinder.

There is a natural definition of topological equivalence for such drawings. Two planar
drawings Γ1,Γ2 of a graph G are equivalent if there exists an isotopy between them, i.e.,
they can be continuously transformed into each other such that each intermediate image
is planar. For upward planar (level planar) drawings it is required that the intermediate
drawings are also upward planar (level planar). Equivalence classes of such drawings can be
combinatorially described by so-called embeddings (which give the circular order of edges
around each vertex), upward embeddings (which give the linear orders of incoming and
outgoing edges around each vertex), and level embeddings (specifying for each level the order
of its vertices and the edges that cross it), respectively. These notions also apply to the radial
setting, except that there level embeddings specify circular orderings rather than linear ones.

Not every embedding (upward embedding, level embedding) corresponds to a planar
drawing (upward planar drawing, level planar drawing). If such a drawing exists, we call the
embedding a planar embedding (upward planar embedding, level planar embedding). Given a
fixed combinatorial embedding of one of the above types, it therefore makes sense to ask
for which planarity notions there exists a planar drawing that induces the given embedding.
In this way, combinations of a planarity variant and combinatorial embedding type give
instantiations of the planarity testing with fixed embedding problem; see Table 1 for an
overview.

∗ Work partially supported by DFG grant Ru-1903/3-1.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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type of fixed embedding
planarity notion none embedding upward level

planar O(n) O(n) n.a. n.a.[14] (Euler)

upward NPC O(n3/2) O(n) n.a.[11] [10, 5] [5]

radial upward NPC O(n log3 n) O(n) n.a.[13] Thm. 3.2 Lem. 3.1

level O(n) O(n) O(n) O(n)
[15] Thm. 4.6 Thm. 4.4 Lem. 4.1

radial level O(n) O(n) O(n) O(n)
[4] Thm. 4.6 Thm. 4.4 Lem. 4.1

Table 1 Overview of known results and our contribution (blue cells).

f

ee′
v

(b)(a)

Figure 1 Embedding with a source/sink assignment (a) and face sources/sinks in blue/red (b).

2 Preliminaries

We assume familiarity with basic graph-theoretic concepts. A planar embedding defines
faces bounded by facial walks v1, v2, . . . , vn, vn+1 = v1 where for each i with 1 ≤ i ≤ n the
edge {vi−1, vi} immediately precedes the edge {vi, vi+1} in the counter-clockwise cyclic order
of edges incident to vi. Let G = (V,E) be a directed graph with a planar embedding; see Fig. 1
for an illustration. A vertex v of G is a source (sink) if all edges incident to v originate from
(end at) v. A source/sink assignment ψ of G assigns to each source or sink v of G an ordered
pair (e, e′) of edges where e immediately precedes e′ in the counter-clockwise order of edges in-
cident to v [5]. There exists a unique face f on whose facial walk e immediately precedes e′, we
also say that ψ assigns v to f ; see Fig. 1a. An upward planar embedding induces a source/sink
assignment by assigning each source v to (e, e′), where e and e′ are the leftmost and rightmost
outgoing edge incident to v, respectively, and by assigning each sink v to (e, e′), where e
and e′ are the rightmost and leftmost outgoing edge incident to xv, respectively. Conversely, a
planar embedding together with a source/sink assignment induces an upward embedding. We
therefore use these concepts interchangeably. Let f be a face and let v1, v2, . . . , vn, vn+1 = v1
denote the facial walk that bounds f . For 1 ≤ i ≤ n the vertex vi is a face source of f if both
edges {vi−1, vi} and {vi, vi+1} originate from vi. Symmetrically, vi is a face sink of f if both
edges {vi−1, vi} and {vi, vi+1} have vi as their endpoint; see Fig. 1b. For each face f let nf
denote the number of face sources of f (cutvertices of G may be counted multiple times).

I Lemma 2.1 ([5],[7, Lemma 1]). Let G be a connected directed acyclic graph. An upward
embedding of G with source/sink assignment ψ is upward planar if and only if there exists a
face h (namely, the outer face) such that ψ assigns to each (inner) face f 6= h exactly nf − 1
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Figure 2 Proof of Lem. 3.1. Extend the radial upward drawing Γ (a) to a radial upward
drawing Γ′ (b), then unwrap it from the cylinder into the plane by cutting along the path p (c).

sources/sinks, and to h exactly nh + 1 sources/sinks.

When the planar embedding of G is fixed, Bertolazzi et al. provide a quadratic-time
algorithm to test whether a source/sink assignment subject to the conditions stated in
Lem. 2.1 exists and if so, compute one. This can be improved to O(n3/2) [10]. A level graph
is a directed graph G = (V,E) together with a level assignment ` : V → N. A level drawing
is an upward drawing of G where each vertex v has y-coordinate `(v). Each level graph G
has a proper form in which for each edge (u, v) ∈ E it is `(u) + 1 = `(v) and whose level
embeddings correspond bijectively to the level embeddings of G. It also has a star form in
which every level hosts exactly one vertex and whose upward planar embeddings correspond
bijectively to the upward planar embeddings of G [9, 8]. The following is common knowledge.

I Lemma 2.2. A radial level embedding of a level graph G in proper form is radial level planar
if for all choices of three independent edges (u, u′), (v, v′), (w,w′) of G with `(u) = `(v) = `(w)
where u, v, w appear in that cyclic order the vertices u′, v′, w′ appear in that cyclic order.

3 Radial Upward Planarity

We generalize the upward planarity criterion stated in Lem. 2.1 to radial upward planarity.

I Lemma 3.1. Let G be a connected directed acyclic graph. An upward embedding of G
is radial upward planar if and only if there exist two faces g, h such that the source/sink
assignment ψ assigns to each face f exactly nf − 1 sources/sinks, plus one source if f = g,
and plus one sink if f = h.

Proof Sketch. “⇒”: Let Γ be a radial upward planar drawing G; see Fig. 2(a). Augment Γ
as illustrated in Fig. 2 (b). Then cut the drawing at a path p from the new source s′ to the
new sink t′ and unwrap it from the cylinder into the plane; see Fig. 2 (c). Apply Lem. 2.1
on the unwrapped drawing to show the claimed properties. “⇐”: Use the source/sink
assignment ψ and a result of Bertolazzi et al. (see the if-part of the proof of Thm. 3 in [5])
to augment G to a planar acyclic graph with a single source and a single sink. Such graphs
are radial upward planar [12, 3]. J

A given upward embedding of G can be tested for radial upward planarity in linear time
using the criterion provided by Lem. 3.1. For a planar embedding, the criterion from Lem. 3.1
can be formulated as a maximum flow problem in a 2-apex graph, which can then be solved
in O(n log3 n) time [6, Cor. 5.1].
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Figure 3 Eliminating the turns x and y in the proof of Lem. 4.2.

I Theorem 3.2. It can be tested in O(n log3 n) time whether a given n-vertex graph G admits
a radial upward planar embedding with a given planar embedding E.

4 Level Planarity with Fixed Embedding

In this section, we investigate (radial) level planarity testing with fixed embedding. We start
with version, where the (radial) level embedding is fixed; it is based on Lemma 2.2.

I Lemma 4.1. It can be tested in linear time whether a (radial) level embedding of a level
graph in proper from is (radial) level planar.

Next, consider the slightly more relaxed version where we seek to decide whether a given
radial upward planar embedding is radial level planar. The following “untangling” lemma is
partially known [2, Lemma 3.4], [1, Claim 2], but only for non-radial level planar drawings.

I Lemma 4.2. Let G = (V,E) be a level graph, let Γ be a (radial) level planar drawing of G
with (radial) upward embedding E. Let a, b ∈ V with `(a) < `(b) be incident to a face f
such that embedding (a, b) inside f yields a (radial) upward embedding E ′ of G+ (a, b). If
there exists a curve γ inside the face f of Γ that connects a and b and does not intersect the
levels `(a) and `(b), there exists a (radial) level planar drawing Γ′ of G+ (a, b) with (radial)
upward embedding E ′.

Proof Sketch. Subdivide γ so that it crosses all levels at vertices. A vertex of γ is a turn if
its two neighbors lie on the same level. If γ has no turns, it is an upward drawing of (a, b).
Otherwise, there exist consecutive turns x, y, `(x) > `(y) that minimize `(x)− `(y). Modify
the drawing to eliminate these two turns. Let s be the last vertex before x with `(s) = `(y)
and let t be the first vertex after y with `(t) = `(x) on γ; see Fig. 3 (a). Between levels `(s)
and `(t), γ separates Γ into three regions O1, O2, O3. Exchange O1 and O2 without changing
the upward embedding, and remove the turns x and y from γ; see Fig. 3 (b). Use Lem. 2.2
to show that this preserves radial upward planarity. The proof follows by induction. J

We can use Lem. 4.2 to insert edges into a graph while maintaining (radial) upward
planarity such that all faces end up having size at most 4.

I Lemma 4.3. Let G = (V,E) be a level graph together with a (radial) upward planar
embedding E. We can compute in linear time a level graph G′ with (radial) upward planar
embedding E ′ whose faces have size at most 4 so that G has a (radial) level planar drawing
with embedding E if and only if G′ has a (radial) level planar drawing with embedding E ′.

Proof Sketch. Assume w.l.o.g. that G is in star form. Insert edges into G and E until all
faces have size at most 4 while maintaining (radial) level planarity. Let f be a face of E with
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Figure 4 Inserting the edge (u, x) by defining the red curve γ (a) and using Lem. 4.2 to move
the blue obstruction (b). The upward embedding and obstruction may look different (c). If w is a
cutvertex, insert the edge (v, x) instead (e, d).
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Figure 5 Inserting the red augmentation edges into inner faces (a–d) and the outer face (e, f).

at least five vertices incident to f . If there exist successive edges (u, v), (v, w) or (v, w), (u, v)
on the facial walk of f , insert the edge (u,w) by closely following the successive edges within f .
Otherwise each vertex incident to f is a face source or a face sink of f . Let (w, v) be an edge
incident to f that minimizes `(v)− `(w). Let (u, v) and (w, x) denote the edges that precede
and succeed (w, v). Because (w, v) minimizes `(v)− `(w) and because G is in star form, it
is `(u) ≤ `(w) < `(v) ≤ `(x). See Fig. 4. If u 6= w and v 6= x, then `(u) < `(w) < `(v) < `(x)
and there is a curve γ from u to x such that by Lem. 4.2 (u, x) can be inserted into G and E
while maintaining level planarity; see Fig. 4 (a–c). If u = w or v = x, insert (v, x) or (u,w)
instead; see Fig. 4 (d, e). J

I Theorem 4.4. Let G = (V,E) be a level graph together with a (radial) upward planar
embedding E. It can be tested in linear time whether G admits a (radial) level planar drawing
with (radial) upward planar embedding E.

Proof Sketch. Lem. 4.3 lets us assume that each face has size at most 4. No source/sink is
assigned to faces of size at most 3. Let f be an inner face of size 4 and let u, v, w, x denote the
facial walk of f . Let u,w be face sources and let v, x be face sinks. See Fig. 5 (a–d). Exactly
one of u, v, w, x is assigned to f . Bertolazzi et al. [5] show that if u is assigned to f , then the
edge (w, u) can be inserted into f in any upward planar drawing. For level planarity, this
requires `(w) < `(u); see Fig. 5 (a). Thus, if `(w) ≥ `(u), then G is not (radial) level planar
with (radial) upward embedding E . The cases when v, w or x are assigned to f are symmetric;
see Fig. 5 (b–d). The outer face can be handled similarly; see Fig. 5 (e, f). Inserting these
edges gives a level graph G′ with a single source u and a single sink x together with an
embedding E ′. This implies that G is (radial) level planar with upward embedding E . J

Finally, consider the least restricted version of level planarity testing, where only a planar
embedding E of G is fixed. Our result relies on a translation of Lem. 4.3 to this setting.

I Lemma 4.5. Let G be a level graph with a planar embedding E. We can compute in linear
time a level graph G′ with planar embedding E ′ whose faces have size at most 4 so that G
has a (radial) level planar drawing with embedding E if and only if G′ has a (radial) level
planar drawing with embedding E ′.
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I Theorem 4.6. Let G be a level graph together with a planar embedding E. It can be tested
in linear time whether G admits a (radial) level planar drawing with planar embedding E.

Proof Sketch. Lem. 4.5 lets us assume that each face has size at most 4. Check whether there
exists a (radial) upward planar embedding with planar embedding E using Lemmas 2.1 and 3.1.
Exactly one source/sink is assigned to each inner face of size 4. From the assignment of a
source or sink to an inner face f , we know which edge must be inserted in the augmentation
procedure of Bertolazzi et al., and we can test beforehand, whether this respects the given
level assignment. This leaves at most two vertices that can be assigned to f . Such an
assignment can then be computed in linear time. J
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Abstract
Semantic word or tag clouds are popular visualizations summarizing texts by displaying their most
relevant keywords while also optimizing which keywords are placed next to each other so as to
communicate some semantic information. When modeling words as their bounding boxes and
semantic proximity as touching boxes, this type of problem translates into a rectangle contact
graph optimization problem, where as many of the desired contacts should be realized while no
undesired contacts occur. In this paper we study this contact optimization problem with rectangles
of prescribed width and unit height (modeling words in a single font size), which are to be placed in
multiple rows of a word cloud. We present algorithms and an ILP model to maximize the number of
realized adjacencies or to minimize the total size of any gaps between words for the special case of a
triangular grid graph representing the desired contacts.

1 Introduction

Contact representations of planar graphs are a well-studied topic in graph theory, graph
drawing, and computational geometry [7,8,10]. Vertices are represented by geometric objects,
e.g., disks or polygons, and two objects touch if and only if they are connected by an edge.
They find many applications, for instance in VLSI design [18], cartograms [12], or semantic
word clouds [1, 17], the latter of which motivate this paper.

Figure 1 A word cloud generated from the apnews.com frontpage using worditout.com on the
day of the certification of Joe Biden’s victory.

Word or tag clouds are popular visualizations that summarize textual information in an
aesthetically pleasing way. They show the main themes of a text by displaying the most
important keywords obtained from text analysis and scale the word size to their frequency in
the text. Word clouds became widespread after the first automated generation tool “Wordle”

∗ We acknowledge funding by the Austrian Science Fund (FWF) under grant P31119.
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Figure 2 A 3 × 3 triangular grid and the associated representation

was published in 2009 [14]. Word clouds with their different font sizes and words packed
without semantic context, such as the one shown in Figure 1, have also received some criticism
as their audience sometimes fails at understanding the underlying data (while enjoying their
playful nature) [9]. For example, neighboring words that are not semantically related can be
misleading (see marked words in Figure 1). As a way to improve readability, semantic word
clouds have been introduced [1, 6, 17]. In semantic word clouds, an underlying edge-weighted
graph indicates the semantic relatedness of two words, whose positions are chosen such that
semantically related words are next to each other while unrelated words are kept far apart.

Classic word clouds are often generated using forced-based approaches, alongside with a
spiral placement heuristic [14–16] that allows for a very compact final layout. This method
is powerful even when the general position of a word is dictated by an underlying map [4,11].
Semantic word clouds on the other hand have been approached with many different techniques,
e.g., force directed [6], seam-carving [17], and multi dimensional scaling [2]. The problem
has also been studied from a theoretical point of view, where an edge of the semantic word
graph is realized if the bounding boxes of two related words properly touch; the realized
edge weight is gained as profit. Then the semantic word cloud problem can be phrased as
the optimization problem to maximize the total profit. Barth et al. [1] and later Bekos et
al. [3] gave several hardness and approximation results for this problem (and some variations)
on certain graph classes. The underlying geometric problem also has links to more general
contact graph representation problems, like rectangular layouts [5] or cartograms [13].

Grid graphs are missing from the current literature on rectangle contact graphs, yet
they have some interesting properties in the context of word clouds. For instance, they
are compact, have an even distribution of words and our eye naturally understands words
grouped in lines or tables. In this paper we study grid-like and row-based contact graphs of
unit-height but arbitrary-width rectangles, which may represent the bounding boxes of words
with fixed font size, as a first step towards more complex settings. For example, our setting
can easily be generalized to row-based layouts in which each vertex can have a different
number of neighbors on the layers above and below itself. For grid-like and row-based layouts,
we consider the area minimization and the contact maximization problems.

2 Preliminaries

Let G = (V, E) be a triangular grid graph with L layers and K vertices per layer. Each vertex
v = vi,j ∈ V is indexed by its position in the grid: vi,j with i ∈ [0, L− 1] and j ∈ [0, K − 1]
is the jth vertex on the ith layer. We associate to each vertex an axis-aligned unit-height
rectangle Ri,j with width wi,j , x-position xi,j given by the x-coordinate of its bottom left
corner, and y-coordinate i (see Figure 2). Let wmax := max{wi,j | vi,j ∈ V }.

The rectangles are laid out in the plane, such that they do not overlap except on their
boundaries. Such a layout R is called a representation of G. An edge (u, v) ∈ E is realized
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Figure 3 A sketch of the flow network on a 3 × 4 grid, edges incident to gaps are omitted.

in a representation R if rectangles Ru and Rv, representing vertices u and v, intersect along
their boundaries for a positive length ε > 0, which we will denote by (Ru, Rv) ∈ R. If Ru

and Rv are on the same layer this happens along a vertical boundary and these contacts are
called horizontal contact. Otherwise, the intersection is located along a horizontal boundary
if Ru and Rv are on adjacent layers and these are vertical contact. Contacts between boxes
whose vertices are not adjacent in G are forbidden adjacencies. If such adjacencies exist,
then the representation R is invalid, as it could let a user infer that unrelated words are
related. Within this model we study two problem variations, area minimization and contact
maximization. Forbidden adjacencies are important considerations in both versions.

3 Area minimization

To a given vertex-weighted triangular grid graph G = (V, E), we associate a flow network
N = (D = (V ′, E′); l; c; b; cost), with edge capacity lower bound l : E′ → R+

0 , edge capacity
c : E′ → R+

0 , vertex production/consumption b : V ′ → R and cost function cost : E′ → R+
0 .

Each unit of cost will represent a unit length gap and each unit of flow on an edge will
represent a unit length contact. To create the network we create two vertices for each rectangle
and one for each potential gap. Every edge that ends on a gap vertex has cost = 1. We also
add an edge e between any two vertices of the same rectangle Ri,j with l(e) = c(e) = wi,j

and no cost to ensure that rectangle nodes receive exactly as much flow as they are wide.
The global structure of the network is sketched in Figure 3; Figure 4 shows the complete
local network around a pair of rectangle vertices.

The intuition behind the network is that it represents a stack of layers consisting of
rectangles and gaps, with a width of wmax ·K. Each rectangle is as wide as the amount of
flow its representative vertex receives, and has contacts with its upper and lower neighbors
as wide as the flow on the edges representing these contacts. Every vertex has edges to
the layer above as far as their rectangle is allowed to reach: for example in an even layer,
rectangle Ri,j cannot have contact with Ri+1,j−1, so if Ri,j is very wide, the flow might push
Ri+1,j−1 to the left and widen the gap to the right of Ri+1,j−1. Every gap vertex has edges
to the layer above as far as their left and right rectangle neighbors can reach: if these edges
would reach farther, then the neighboring rectangles on the same layer could be pushed into
forbidden adjacencies.

I Theorem 3.1. Given a graph G = (V, E), the minimum cost of flow f = wmax · K in
N equals the minimum total gap length of any grid contact representation of G. We can
construct the corresponding area-minimal representation of G from f .
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Figure 4 The network structure around rectangle Ri,j on an odd layer.

From this network we can easily deduce that the minimum cost flow corresponds to
the solution that minimizes total gap length: only gap vertices have a cost, hence the flow
avoids these vertices whenever possible. In the solution to the network, the flow values found
on each edge give us the length of the overlap between these elements, which allow us to
construct the corresponding representation. On each graph layer with K nodes the network
layer has 2 ·K + 1 node, and each vertex has at most degree 6 (except 2K + 1 for s), so we
can construct the network and then solve minimum flow problem in polynomial time.

4 Contact Maximization

In this section we propose algorithms that maximize the number of realized contacts in the
representation, while preventing forbidden adjacencies. We start with a linear-time algorithm
for L = 2, followed by an integer linear programming (ILP) model for L > 2. The complexity
for L > 2 remains open. Finally, we experimentally compare the flow network from Section 3
and the ILP on runtime, gapwidth and failed contacts.

4.1 Linear-time algorithm for L = 2
Before we describe our algorithm for a grid consisting of two layers, we first introduce a block:
a maximal sequence of consecutive rectangles in a layer i, for which each horizontal contact
is realized. A block from the jth until the lth vertex of row i is the sequence (Ri,j , . . . , Ri,l),
where for each k ∈ [j, l − 1] holds that (Ri,k, Ri,k+1) ∈ R.

We propose the following greedy algorithm A to maximize the number of contacts for
instances with two layers (L = 2). Algorithm A adds rectangles to representation R from left
to right, starting with R1,0 and alternating between the two layers: after a rectangle R1,a is
added, it is followed by R0,a, which in turn is followed by R1,a+1. We call this ordering ≺.

Let rectangle Ri,j be a new rectangle that is added to the representation, then we can
make the following greedy choice. Initially, Ri,j is placed as far left as possible, such that
it realizes the (horizontal) contact with Ri,j−1. If Ri,j does not extend at least ε past its
predecessor in ≺ on the other layer, then slide the block containing Ri,j rightwards until
it does (see Fig. 5 top). If this sliding requires a previously established vertical contact to
break, then we no longer insist on the horizontal contact (Ri,j−1, Ri,j). Instead, Ri,j will
start a new block, and it is placed such that it extends exactly ε past the last rectangle on
the other layer (see Fig. 5 bottom). We then proceed to the next rectangle in ≺.

We show that A finds an optimal representation in linear time.
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Ri+1,j

Ri,jRi,j−1

Ri+1,j

Figure 5 Greedy placement of Ri,j with i = 0. At the top the block containing Ri,j can slide to
the right without breaking vertical contacts, while at the bottom Ri,j starts a new block.

I Lemma 4.1. There exists an optimal solution to the contact maximization problem, that
realizes all vertical contacts.

Proof sketch. We show that every optimal solution can be adapted to realize all vertical
contacts, while not decreasing the number of realized contacts. Figure 6 gives an overview
of interesting cases in the case distinction that shows how a solution should be adapted to
ensure that rectangle R0,j realizes its vertical contacts. Note that the number of lost contacts
(in red) never exceeds the number of gained contacts (in green/blue). J

To prove the next lemma, we use the sliding range of a block of rectangles. The sliding
range is defined as the range in which the rectangles can move without changing the realized
contacts. Since we have only two rows, the sliding range of a block is determined by how far
a block can move left or right, before vertical contacts of the individual rectangles change.

I Lemma 4.2. For representations R1 and R2, that have an optimal number of contacts
and realize all vertical contacts, assume R1 contains a maximal block B1 = (Ri,j , . . . , Ri,k),
while R2 contains maximal block B2 = (Ri,l, . . . , Ri,m). If j ≤ l, then k ≤ m.

Proof. Assume that k > m, and consider both blocks B1 and B2 up to Ri,m, which we call
B′1 and B′2 respectively. Since j ≤ l, we know that the sliding range of B′2 is larger than
the sliding range of B′1, as the rectangles in B′1 \B′2 can only put more constraints on the
sliding range. Therefore, B2 can include all rectangles from Ri,m+1 to Ri,k without breaking
vertical contacts, contradicting the maximality of B2. J

We can now argue that the greedy choice of A is optimal and A runs in linear time.

R0,j

R1,j

R0,j−1

R0,j

R1,j R1,j R1,j+1

R0,j+1

R1,j+1

R0,j+1 R0,j

R0,j

R1,j R1,j R1,j+1R1,j+1

R0,j+1

(a)

(b)

(c)

37
R0,j

R1,j

R0,j−1

R0,j R0,j+1

< ε

Figure 6 Three configurations where R0,j can realize vertical contacts with R1,j and R1,j+1
without reducing the total number of contacts. New and lost contacts are shown in green and red
respectively. In blue we show contacts that can be realized, if R0,j and R0,j+1 extend equally far.
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Figure 7 Average runtimes in ms for 30 runs of the ILP. Rectangle widths are randomly generated.

I Theorem 4.3. Algorithm A maximizes the number of realized contacts in O(n) time.

Proof sketch. By Lemma 4.1, we know that there always exists an optimal representation
that realizes all vertical contacts. Our greedy choice ensures that all vertical contacts are
realized, and hence would lead to an optimal solution, if the number of blocks is minimal.
We prove by induction that A finds the minimum number of blocks, and the smallest number
of rectangles in the rightmost block of each row. The base case of a single block is trivial.

In the step case we apply Lemma 4.2, concluding that the rightmost blocks constructed
by A can be extended with at least as many rectangles as in any optimal representation that
realizes all vertical contacts. Furthermore, A always tries to extend the rightmost block and
creates a new block only when this is unavoidable. Thus the number of blocks and number
of rectangles in the rightmost blocks is minimal, and A computes an optimal solution.

Every rectangle R is considered only once when placed by A. After placement, the
constraints of R are stored in the sliding range of its block. Updating or initializing a sliding
range takes constant time, hence we spend O(1) time for each of the n rectangles. J

4.2 An Integer-Linear Program for L > 2
For the case of L > 2, we construct an ILP model. The intuition behind it is the following.
We create a binary contact variable c for each desired rectangle contact. If a contact is lost by
the position of the two involved rectangles, we must set c = 1 to satisfy all constraints; if the
rectangles satisfy their contact constraints, we can set c = 0. Forbidden adjacencies are dealt
with using hard constraints on the rectangle coordinates. The objective is to minimize the
sum over all contact variables to maximumize the number of realized contacts in a solution.

The ILP computes solutions for instances with high K much slower than instances with
high L, and solves 10 × 10 instances in a few seconds using Gurobi (see Figure 7). The
network flow solves 10 × 10 instance on average in 168ms. Most word clouds should not
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Figure 8 Comparison of average gapwidth and failed contacts between the flow network (orange)
and the ILP (blue), for 10-layer representations. Vertical lines show standard deviation over 20 runs.

have too many words so higher K and L values are not needed in practice. As expected we
find that the flow network produces more compact drawings (see Figure 8a). Since the flow
network only minimizes the overall gap area, it does not try to prevent horizontal contact
loss. Similarly the flow network does not prioritize sending flow to both upward neighbors,
over sending flow to just one neighbor, resulting in significant contact loss (see Figure 8b).

5 Conclusion

In this paper we studied rectangle contact layout optimization problems for restricted input
graphs as a step towards more general row-based rectangle contact representations. Open
problems include extensions to more irregular grid graphs as well as the complexity for
contact maximization on three or more layers.
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Abstract
Unit disk graphs are graphs that have a unit disk intersection representation (UDR). In the recogni-
tion problem the objective is to decide whether a given graph is a unit disk graph, which is known
to be NP-hard, even for planar graphs. In this work, we show that the recognition of unit disk
graphs remains NP-hard for outerplanar graphs and for embedded trees.

1 Introduction

The representation of graphs as contacts or intersections of unit disks has been a major topic
of investigation in geometric graph theory. A set of unit disks in R2 is a unit disk intersection
representation (UDR) of a graph G = (V,E), if there is a bijection between V and the set
of unit disks such that two disks intersect if and only if they are adjacent in G. Unit disk
graphs are graphs that admit UDR. Unit disk contact graphs (also known as penny graphs)
are the subfamily of unit disk graphs that have a UDR with interior-disjoint disks, also
called a unit disk contact representation (UDC). The famous circle packing theorem states
that every planar graph has a contact representation by touching disks and vice versa [15].
Since then, a large body of research has been devoted to the representation of planar graphs
as a contacts or intersections of geometric objects [5, 6, 10, 11].

The recognition problem, where the objective is to decide whether a given graph admits
a UDR, has a rich history [2, 3, 12, 13]. Breu and Kirpatrick [4] proved that it is NP-hard to
decide whether a graph G admits a UDR or a UDC. Klemz et al. [14] showed that recognizing
outerplanar unit disk contact graphs is already NP-hard, but decidable in linear time for
caterpillars, i.e., trees whose internal nodes form a path. Eades and Wormald [9] showed
that it is NP-hard to decide whether a given tree is a subgraph of a unit disk contact graph.

Recognition with a fixed embedding is an important variant of the recognition problem.
Given a plane graphG, the objective in this problem is to decide whetherG is a contact graph
of interior-disjoint unit disks in the plane with the same cyclic order of neighbors at each
vertex. Some recent works investigated the recognition problem of UDC with/without fixed
embedding, and narrowed down the precise boundary between hardness and tractability;
see [2, 7, 8].

Most of the existing hardness results either rely on graphs with a large number of cycles,
as also noted by Bowen et al. [2], or uses the fixed embedding to enforce certain represen-
tations [2, 7]. Therefore, an important open question in this area is to show the complexity
of the recognition problem for non-embedded trees.

∗ The authors want to thank Maarten Löffler, Jonas Cleve, and Man-Kwun Chiu for fruitful discussions
about the project during their research visits in Vienna.
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(a) Auxiliary hexagonal grid structure (b) True state of variable cycle

(c) Unsatisfied (left) and one possible sat-
isfied state (right) of clause gadget

(d) False state of variable cycle. Dotted hexagon indicates
overlap

Figure 1 Auxiliary structure used by Bowen et al. [2], recreated. The incidence graph is embed-
ded on a hexagonal grid (a). The edges are short corridors in which the blue hexagons are fitted,
hinged at white vertices. Hexagons in the variable cycle (red line, grey backdrop) have two states
(b) and (d). The clause gadget (c) requires one hexagon, which does not enter the junction.

Our Contribution. We show that recognizing unit disk graphs is NP-hard for outerplanar
graphs and for embedded trees (Section 2), but decidable in linear time for caterpillars
(Section 3). Note that due to space constraints, these results are only sketched here. We
refer to the extended version [1] for a complete description of the results.

2 Hardness Results

Bowen et al. [2] proved that recognizing unit disk contact graphs is NP-hard for embedded
trees, via a reduction from planar 3-SAT, which uses an auxiliary construction formulated
as a realization of a polygonal linkage. A polygonal linkage is a set of polygons, which
are realizable if they can be placed in the plane, s.t., predefined sets of points on the
boundary of these points are identified. Bowen et al. define a set of hexagons in a hexagonal
tiling (Fig. 1a) with small gaps between them, which form a hexagonal grid, in which
a representation of the incidence graph of the planar 3-SAT instance is fitted. Smaller
hexagons are fitted into cycles in this grid, s.t., they admit only two different realizations,
see Fig. 1b, and determine the state of neighboring small hexagons, see Fig. 1d. The cycles
represent variables in a true or false state. The states of the cycles are transmitted via chains
of smaller hexagons in the gaps. The vertex, where three such chains meet, contains a small
hexagon on a thin connection, which can only be realized if at least one transmitted state is
true, see Fig. 1c. The polygonal linkage is realizable only if the planar 3-SAT instance was
satisfiable. For a detailed description, we refer to Bowen et al. [2].

The building blocks of this reduction are hexagons of variable sizes and short segments,
which are approximated with UDCs by Bowen et al. [2] by creating graphs, whose UDC must
be within a constant Hausdorff distance of hexagons and long thin rhombi. We extend their
notion of λ-stable approximations to UDRs.
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v1 v2 v3

v′1 v′2 v′3

v15 v16 v17

v′15 v′16 v′17

(a) Augmented L17

u1
j u2

1

v1j v21vc

(b) Corner connector

(c) Disk representation of (a) (d) Disk representation of (b)

Figure 2 Graph (a), (b) and disk (c), (d) representations of the ladder and corner connector,
used to create the outline of the λ-stable approximations GHk and GRk . The bends in the UDRs are
required but exaggerated.

I Definition 2.1. A graph G is a λ-stable approximation of a polygonal shape P if, in every
UDR of G, a congruent copy of P and the union of all unit disks in the UDR have at most
a Hausdorff distance of λ.

2.1 Outerplanar Graphs
I Theorem 2.2. Recognizing unit disk graphs is NP-hard for outerplanar graphs.

We will prove Theorem 2.2 by providing outerplanar graphs GHk and GRk , which are O(1)-
stable approximations of a hexagon and a rhombus, respectively. Then the NP-hardness
follows immediately from the construction of Bowen et al. [2] sketched above. To obtain the
O(1)-stable approximations we will first present two graphs, which enforce local bends in
one direction of at least π and 4π

3 in their UDR.
First a ladder Lk (see Figs. 2a and 2c) is a chain of pairwise connected vertices vi and

v′
i, also called the outer and inner vertices, respectively. Additionally so-called extension

neighbors, which are connected to only one outer vertex each, are added on one side of the
ladder, s.t., the outer vertices have alternating degrees of four and five. Since the ladder
consists of a chain of C4’s, these neighbors are forced to be placed all on the outside. The
minimal height of such a ladder is 2

√
3 + 2− ε, which is the height of the smallest bounding

box of a tight packing of three rows of unit circles minus a small constant ε.
The permission of overlap between adjacent neighbors allows for a placement of one

neighbor almost on top of its adjacent outside vertex, which leads to an ever so slight
inwards bend and, more importantly, any outwards bend is impossible. In order to force an
inward bend of at least 4π

3 , we connect last inner vertex u1
j of one ladder with the first inner

vertex u2
1 of a second ladder and the last and first outer vertex v1

j /v2
1 of the first and second

ladder respectively both with a vertex vc, which has three attached extension neighbors,
see Fig. 2b. This construction is called a corner connector. Since it is impossible to place
the disk of any extension neighbor of vc inside the 5-cycle d(v1

j ), d(u1
j ), d(u2

1), d(v2
1), d(vc),

without overlapping at least two disks in the UDR, all extension neighbors are still forced
to the outside and therefore ]v1

j vcv
2
1 >

4π
3 , see Fig. 2d.

By placing two ladders opposite of each other and connecting them on one end with
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l0v0

v1 v3 v5 v7

v91 v93 v95 v97

a1 a′1 a3 a′3 a5 a′5 a7 a′7

a91 a′91 a95 a′95 a97 a′97

c0

c1

c2

c91

c92

a93 a′93

v′3v′2 v′4 v′5 v′6 v′7 v′8

v′92 v′93 v′94 v′95 v′96 v′97 v′98

(a) Widest possible position

l0

(b) Narrowest possible position

Figure 3 A 7-stable approximation GR7 of a rhombus (dashed green line) superimposed on its
UDR in its widest (a) and narrowest (b) configuration. Both UDRs require a small inward bend to
be valid and hatched disks indicate almost overlapping placement of a red disk on a blue disk, with
a small shift to the outside. Both inward bends and outward shifts are omitted.

three corner connectors as shown in Fig. 3, we create a 12-stable approximation GRk of a
thin rhombus.

I Lemma 2.3. For every integer k the outerplanar graph GRk in Fig. 3 is a 7-stable approx-
imation of a rhombus of width 2k + 6 and height 6

√
3 + 2.

Proof Sketch. The graph GRk is made up of components, which make any bend to the
outside impossible, see Fig. 3a. Since two ladders need to be overlap free, the minimum
height of the ladders guarantees that part of the boundary of the union over all disks in the
UDR of GRk lies above and below the line c0l0, even in its narrowest position, see Fig. 3b.
The biggest vertical distance of the rhombus to this line is 3

√
3 + 1 ≈ 6.196 < 7. J

The construction of a 5-stable approximation GHk of a hexagon of side length 2k−1 uses
again ladders and corner connectors to trace the outline of the hexagon. Then the inside of
this construction is filled with a set of ladders until no additional ladders can be added, see
Fig. 4a. Outwards bends are impossible by construction of the ladders and corner connectors
and inwards bends are strongly limited since the interior of the hexagon is almost completely
filled with ladders. Since the amount of compression in a ladder is very limited, this leaves
only a constant amount of space on the inside of a UDR of GHk . The result follows.

2.2 Trees with Embeddings
By slightly adapting the construction of the previous section, we can prove that recognizing
unit disk graphs is NP-hard for embedded trees. The corresponding constructions are shown
in Figs. 5 and 6.

I Theorem 2.4. Recognizing unit disk graphs is NP-hard for embedded trees.

3 Recognition Algorithm for Caterpillars

We propose a linear-time algorithm using similar ideas to Klemz et al. [14], that recognizes if
an input caterpillar graph G = (V,E) admits a UDR or not, and provides the representation
if one exists. However, we need to address several issues as a larger class of graphs admits
a UDR compared to a UDC. Note, the input graph G = (V,E) is essentially a tree whose
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l0

(a) A 5-stable approximation GHk of a hexagon (dashed green line) superimposed on its UDR. Necessary
infinitesimal bends are omitted. The direction of these bends of the inner components is indicated with
the grey arrow.

2
√ 3 +

1

(b) In the narrowest position, the UDR of a GHk can – similar to the rhombus – fold all inner arms to one
side (here to the lower side), and theoretically, there is space to fold the outer arms inward as depicted.
The UDR of the arms are however again pairwise overlap free and the largest reachable distance any point
on the boundary of the union of disks can have from the approximated regular hexagon is 2

√
3 + 1. Note

further that the folding of the rightmost arm is not possible as depicted, indicated by the red crossings,
which mark areas of forced overlap and connections in the graph, which cannot be realized in a UDR.
However in a setting with an extremely long arm, the small inward bend could lead to almost parallel
arms, which run very close to each other, hence we analyze the (unreachable) worst case.

Figure 4 Construction and analysis of GHk
EuroCG’21
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l0v0

v1 v3 v5 v4

v91 v93 v95 v97

a1 a′1 a3 a′3 a5 a′5 a7 a′7

a91 a′91 a95 a′95 a97 a′97

c1

c2

c91

c92

a93

c0

a′93

(a) TRk in widest position.

l0

3
√
3
+

1

(b) TRk in narrowest position.

Figure 5 A 7-stable approximation TRk of a long thin rhombus superimposed on its UDR in its
widest (a) and narrowest (b) possible position. In both cases at any point along c0l0 at least one
point on the boundary of the union of all disks in a UDR of TRk lies on or above c0l0 and on or
below c0l0.

internal nodes form a backbone path BP = {v1, . . . , vk} for some k ∈ N. Observe that, if
G contains a vertex of degree 6, then due to the disk packing property, it does not admit a
UDR. Therefore, we know that every realizable caterpillar must have the maximum degree
∆ ≤ 5. Moreover, it is easy to observe that all caterpillars with ∆ ≤ 4 admit a UDC (and
thus a UDR), as also noted by Klemz et al. [14]. However, not every caterpillar with ∆ = 5 is
realizable as UDR. We show that two consecutive degree-5 vertices on BP cannot be realized.
The following lemma characterizes a “No” instance for the algorithm presented in Section 3.

I Lemma 3.1. If BP contains two adjacent degree 5 vertices u, v, then it does not admit a
unit disk intersection representation.

3.1 The Algorithm.
As a preprocessing step we augment all spine vertices of degree 3 or lower with additional
degree 1 neighbors, s.t., they have degree 4. Now, consider a chain of vertices vi, . . . , vk, all
of degree 4. We place their disks on a horizontal line. The two neighboring leaf disks of a
disk d(vj), i ≤ j ≤ k are placed one at the top and one at the bottom, respectively, s.t., the
connection of their centers and the center d(vj) have an angle of π

3 plus a very small but
continuously increasing value with the x-axis, see Fig. 7a. This way the angle between the
center of the two neighbors and the center of d(vj) stays just slightly larger than 2π

3 at all
times. When we encounter a vertex u = vk+1 of degree 5, we place the center of d(u) also
on the horizontal line and two leaf neighbors are placed on opposite sides. The third leaf
is placed w.l.o.g. at the top, with an angle of π

3 plus a very small value to the previously
placed leaf, see Fig. 7b.

If the following vertex x = vk+2 has also degree 5, then the graph is not representable
(see Lemma 3.1). Otherwise, we place the center of d(x) again with an offset of π

3 plus a
very small value to the last placed leaf neighbor (i.e, the third leaf of u). The direction
of ux is now considered to be the new extension direction. The lower leaf is placed as
planned, however the upper leaf of x is placed almost on top of d(x), with a very small offset
orthogonal to ux, see Fig. 7b. Finally, the next disk d(vk+3) is placed in the new extension
direction touching d(x) and two of its leaf neighbors can be placed with an angle just over
π
3 relative to the new extension direction, i.e., an angle of just over 2π

3 between them, see
Figs. 7c and 7d. Note that at this point, if vk+3 has degree 5, we can immediately repeat
this procedure.
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(a) A 5-stable approximation THk of a hexagon superimposed on its UDR. Note that THk is a tree.
Visualization is analogue to Fig. 4a.

2
√ 3 +

1

(b) The narrowest position of a THk . The arguments for the distance to the approximated hexagon are
very similar to Fig. 4b.

Figure 6 Construction and analysis of GHk
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(b) Placement of v4 after encountering v5
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(d) τ = τ ′ and τ + τ ′ = π − (2k + 7)ε

Figure 7 Chains of degree 4 are placed in a dense packing formation with small offsets (a). A
degree five vertex places an additional leaf on one side (b). The following vertex of degree at most
4 places its leaf on the same side almost on top of itself. The next disk d(x) can again be placed
with the desired angle of just over 2π

3 between two neighbors. Placement of d(x) is possible if its
degree 4 (c) or 5 (d).

As a final postprocessing step, we remove all degree 1 vertices that were added in the
preprocessing step. Note that by placing the third neighbor of the first spine vertex of degree
5 at the top, and then alternatingly placing the next two at the bottom, then again two
at the top and so on, the new extension direction returns to being horizontal after every
second spine vertex of degree 5. In between it has alternatingly only a slight positive or
negative angle offset relative to the x-axis. From the above description of the algorithm and
the correctness analysis (refer to section 4 in [1]) we conclude the following theorem.

I Theorem 3.2. Given a caterpillar graph G = (V,E), it can be decided in linear time
whether G is a unit disk graph. Moreover, if an unit disk intersection representation exists
then it can be constructed in linear time.

From Lemma 3.1 and Theorem 3.2, we get the following corollary.

I Corollary 3.3. Let G = (V,E) be a caterpillar graph. G admits a unit disk intersection
representation if and only if G does not contain any two adjacent degree 5 vertices.
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Abstract
The free space diagram is a popular tool to compute the well-known Fréchet distance. Here we ask,
whether given patterns in the free space diagram can be realized by two polygonal curves in the
plane. We show how to compute realizing curves for certain input instances. However, for arbitrary
instances we show that maximizing the number of realizing cells is NP-hard.

1 Introduction

The Fréchet distance is an important distance measure for curves that is considered in
many applications. For two curves, P,Q : I → R2, where I ⊆ R2, their Fréchet distance is
δF(P,Q) = infσ maxt∈0,1 ‖P (t)−Q(σ(t))‖, where the reparameterization σ ranges over all
orientation-preserving homeomorphisms. Intuitively, suppose a woman is walking her dog,
each traversing one of the curves. Then the Fréchet distance is the length of the shortest leash
allowing both to traverse their entire curves continuously, choosing their speed independently.

A popular tool for computing, and deciding, the δF(P,Q) is the free space diagram
Dε(P,Q), which is the cross-product I × I of the parameter spaces of the curves partitioned
into free space and its complement. For a given ε > 0, free space is defined as Fε(P,Q) =
{(r, t) : ‖P (r) − Q(t)‖ ≤ ε}. Then δF(P,Q) ≤ ε iff there exists a non-decreasing path in
Fε(P,Q) that covers the parameter spaces of both curves. For polygonal curves P,Q of n,m
segments, Dε(P,Q) can be subdivided into an n×m grid, where each cell Cij corresponds
to a pair of segments sPi ⊆ P , sQj ⊆ Q, for 1 ≤ i ≤ n, 1 ≤ j ≤ m. Then it takes O(mn) time
using dynamic programming to find a path in free space to decide whether δF(P,Q) ≤ ε [2].

For different applications, many variants of the Fréchet distance have been developed.
These are typically computed using the free space diagram, and thus its complexity impacts
the runtimes. While the Fréchet distance cannot be computed in subquadratic time unless
SETH fails [4], there are faster algorithms for computing the free space diagram for special
curve classes [3, 6], which exploit a special structure of free space. These bounds consider the
worst-case complexity of the free space diagram, but not every diagram can be realized by a
pair of curves, see Figure 1. A few variants of the Fréchet distance have been proven to be
NP-hard to decide [1, 5], some of which build certain free space diagrams for the reduction.

Problem statement. Given a free space diagram Dε, do there exist curves P,Q such
that Dε = Dε(P,Q)? And if so, can we construct P,Q? Understanding this free space
realizability problem will give structural insights into free space and the computation of the
Fréchet distance, in particular for special curve classes.

∗ We thank Majid Mirzanezhad for fruitful discussions.
† Partially supported by NSF grant CCF 1637576.
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ε

Q

P

Dε Dε(P,Q)

Figure 1 A given free space diagram Dε which cannot be realized by two curves in R2. But
Dε(P, Q) has all but one cell in common with Dε.

More notation. If a polygonal curve P : I → R2 is defined by points p0, . . . , pn ∈ R2,
then let ti ∈ I such that P (ti) = pi, and sPi = pi−1pi be the line segment connecting pi and
pj . The arclength parameterization of P linearly interpolates between consecutive points, i.e.,
P (i+ λ) = (1− λ)pi + λpi+1 for ti = i/` and λ ∈ [0, 1], for i = 0, . . . , n− 1, where ` is the
arclength of P , and I = [0, `]. A free space component is cij = Cij ∩ Fε = Fε(sPi , s

Q
j ). Points

(r, t) ∈ Fε are called white, and points (r′, t′) /∈ Fε black. A cell Cij is empty (or black) if
Cij ∩ Fε = ∅, full (or white) if Cij ∩ Fε = Cij , and partially full if ∅ 6= Cij ∩ Fε 6= Cij . An
empty cell results from two segments that do not intersect each others’ ε-neighborhoods; a
full cell stems from segments that are completely contained in each others’ ε-neighborhoods.
In the partially full case, the free space Fε(sPi , s

Q
j ) is an ellipse cropped at the cell boundaries.

A free space strip denotes a number of cells that form a connected portion of a single row or
column in the free space diagram.

Our contributions. We study the free space realizability problem, assuming arc-length
parameterizations of the curves, which means that cell boundaries, i.e., segment lengths, are
not uniform. We assume we are provided with a detailed description of Dε, including ε, the
lengths of cell boundaries, and exact locations of sufficiently many points on the boundary
curves of all cij . In Section 2 we observe several patterns for which we can easily compute
realizing curves. In Section 3 we compute realizing curves for certain input instances. In
Section 4 we show that maximizing the number of realizing cells for arbitrary instances is
NP-hard. We continue to work on realizing more general free space diagrams.

2 Observations

The following proposition characterizes the shape and position of a free space component
within a cell. Its proof and further descriptions will be given in [9].

I Proposition 2.1. A component cij equals the intersection of an ellipse with the cell Cij , as
shown in [2]. The major axis of the ellipse forms a ±45◦ angle with the cell boundaries [8].

We briefly sketch the proof of the following

I Lemma 2.2. Given ε, a partially full free space cell Cij, and the equation of the ellipse’s
boundary curve within the cell, we can compute the corresponding segments’ relative placement.

Consider cell Cij . From the boundary curve of the ellipse Eij , where cij = Eij ∩ Cij is
the component within our cell, we can easily derive its center and extremal points. Assuming



M. Buchin and L. Ryvkin and C. Wenk 51:3

ε

P+

Q

Q

P

Figure 2 A free space diagram consisting of one cell with marked extremal points and center,
and one corresponding realization. We fix Q and place P choosing a positive enclosed angle.

that the cell’s boundaries coincide with x- and y-axis of R2, and that the bottom left corner
has coordinates (0, 0), the ellipse’s center (ri, tj) holds the intersection point of the two
segments sPi , s

Q
j . The length of sPi from its starting point to the intersection with sQj equals

ri, analogously for sQj and tj . Extremal points encode intersections of one segment with the
ε-neighborhood of the other segment, as shown in Figure 2.

Free space strips. Recall that a strip is a (partial) row or column in the free space
diagram, hence it corresponds to one segment of curve P , and a number of connected segments
of the second curve Q, or vice versa. Given the strip, we want to either give the positions
of all segments, or decide that the strip is not realizable. A completely full or completely
empty strip does not provide enough information to place the corresponding segments, in
contrast to partially full cells. We call the consecutive empty or full cells in between two
partially full cells within a strip a gap. If the cells in a gap are empty (resp., full), we call
this a black (resp., white) gap. The size of a gap is the number of cells.

I Lemma 2.3. For a given free space strip with maximum gap size 2, we can determine
realizability and compute valid placements of the corresponding segments.

For larger gaps, i.e., more than two empty/full cells in between two partially full ones,
the number of possible placements for a segment is not discrete in general, thus constructing
curves from such strips becomes computationally harder. The following lemma and figure
illustrate cases in which we are able to compute placement options for empty or full cells
using placement options of cells in their vicinity.

I Lemma 2.4. It is possible to derive the pairwise distances between endpoints of two
segments for full or empty cells in these cases:
1. If we know the placements of segments sP` , . . . , sPr with respect to sQj (horizontal strip

C`j , . . . , Crj), as well as the placements of sQb , . . . , s
Q
t with respect to sPi (vertical strip

Cib, . . . , Cit), where ` ≤ i ≤ r, we can compute the placements for sP` , . . . , sPr with respect
to each segment sQb , . . . , s

Q
t .

2. If we know the placements of segments sPi , . . . , sPk with respect to sQb , and of sP` , . . . , sPr
with respect to sQt , where ` ≤ k (two strips within parallel rows/columns Cib, . . . , Ckb and
C`t, . . . , Crt with overlapping projections), we can compute the placements of sPk+1, . . . , s

P
r

with respect to sQb , and of sPi , . . . , sP`−1 with respect to sQt .
3. If we know the placements corresponding to cells sharing a boundary vertex, Cij and

Ci+1j+1, we can also compute the placement of the segments corresponding to their
neighboring cells Cij+1 and Ci+1j.
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4. If we know the placements of segments sPi with respect to sQj , as well as sPi+2 with respect
to sQj+1 (cells Cij and Ci+2j+1), we can also compute the placements of sPi and sPi+1 with
respect to sQj+1, as well as of sPi+1 and sPi+2 with respect to sQj .

Case 1 Case 2 Case 3 Case 4

Figure 3 The grid represents a free space diagram, light blue areas depict partially full cells, and
cells with blue stripes correspond to segments whose relative positions have been computed. We
extend the computed information to the orange cells.

3 Polynomial Time Realizability Algorithm

Given a free space diagram, we decide realizability and compute realizing curves as follows.
First, we compute the placement graph containing information on the relative placements of
segments. Recall that the numbers and lengths of segments are part of the input.

We define the placement graph as follows. Let G = (V,E) be a graph, where the
vertices V =

{
vP1 , . . . , v

P
n , v

Q
1 , . . . , v

Q
m

}
correspond to segments of P and Q. We initialize

E = ∅. An edge
{
vPi , v

Q
j

}
is later inserted for every cell Cij we compute information on, i.e.,

where we obtain the relative position of sPi with respect to sQj (or vice versa) by applying
Lemmas 2.2, 2.3 and 2.4. We also add edges

{
vPi , v

P
i+1
}
or
{
vQj , v

Q
j+1

}
as soon as we know

the enclosed angle between consecutive segments (and hence their relative positions). This
occurs, e.g., for neighboring partially full cells. We store these relative positions (enclosed
angle for consecutive segments, distances between all pairs of endpoints for segments of
different curves) with each edge.

To ensure polynomial runtime, we need that sufficiently many cells are partially full
and that they are “well-distributed” throughout the free space diagram. That is, we ask to
compute the relative placement of each segment with respect to one fixed segment, without
having to deal with gaps of size two or larger. Smaller gaps as well as partially full cells
that share a common corner (Case 3 of Figure 3) result in at most two symmetric placement
options, which we can handle efficiently. However, note that we can handle cases with such
gaps as long as a sufficient amount of information is provided, see Figure 4.

The overall idea is as follows: as described above, we initialize the placement graph
G = Gpoly with vertices for each segment of the two curves. Whenever we obtain information
on the relative placement of one segment with respect to another one, we add an edge between
their corresponding vertices and store the placement of the segments with it. This way, we
can later access the relative position of a segment and place it accordingly. More detailed
descriptions and pseudocode will be presented in [9]. Then we visit all cells “outside-in”,
i.e., we first consider cells C1j , Cnj , Ci1 and Cim for i = 1, . . . , n, j = 1, . . . ,m, then cells
C2j , Cn−1j , Ci2 and Cim−1, and so on. We proceed cell per cell, marking each cell we are able
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PQ

ε

Figure 4 A free space providing sufficiently many well-distributed partially full cells (blue striped)
to piece together curves P and Q, even though there is a gap of size 2 (marked in red).

to compute information on as “visited”. We start by adding edges for partially full cells and
compute relative placements for these (using Lemma 2.2). We mark the considered cell as
visited and examine its surrounding cells: First, we check whether a neighboring cell (a cell
sharing a boundary edge) is also visited and add an edge between the consecutive segments’
vertices; then, we check for visited diagonal cells, i.e., cells that share a boundary vertex,
and add the corresponding edges, as well. Finally, we consider gaps of size one: for each cell,
we check whether it has an empty or full neighboring cell, which borders another visited cell
within the same strip. In that case we compute the position of the “missing” segment using
Lemma 2.3 and add the corresponding edges.

When after processing the free space diagram and adding edges to Gpoly in this way, there
are two vertices vPi , v

Q
j ∈ Gpoly (i.e., segments sPi , s

Q
j ), that are connected to all vertices

(and thus in particular Gpoly is connected), we can build realizing curves for the free space
diagram, or decide that it is not realizable. A formal proof of this claim will be given in [9],
and pseudocode of our algorithmic approaches will also be presented in [9]. We obtain

I Theorem 3.1. For a free space diagram Dε with sufficiently many well-distributed partially
full cells, our algorithm decides whether it is realizable through curves and outputs such
curves if possible. The algorithm runs in time O((n + m)2 + nm log(nm)), for Dε of size
O(nm), provided only a constant number k of endpoints pi, qj coincide.

As stated, our algorithm only works in case sufficiently many partially full cells are
well-distributed throughout the given diagram. This is, e.g., the case if all cells are either
partially full themselves, or border at least two partially full cells. In Figure 3, however, we
show more situations in which we are able to derive placement options. These cases lead to
an exponential runtime algorithm. This algorithmic extension will be presented in [9].

Note that characterizing whether the realizability of a given diagram is decidable in
polynomial or exponential time (or not at all, for our algorithms) requires analyzing the
diagram and all possibilities to compute information on empty or full cells, which seems to
be as computationally expensive as running our algorthims in the first place.

4 Maximizing the Number of Realized Cells is NP-Hard

Our algorithm can only decide realizability in polynomial time for certain instances. Next, we
show that in fact maximizing the number of realized cells is NP-hard for arbitrary instances.
For this we reduce from (the decision version of) Monotone MAX-1-in-2-SAT, i.e., given
a 2-SAT formula without negations, the goal is to maximize the number of clauses where
exactly one variable is set to true. For completeness, we prove the NP-hardness for this
problem by a reduction from the MAX-CUT problem [7] in [9].

EuroCG’21
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sc

si

sp

sj

ε

α
−α

si sp sj

sc

Figure 5 A strip representing a monotone 1-in-2-clause and the curves realizing them. The
segment si has a positive and sj has a negative angle, indicating that the i-th variable should be
assigned to true and the j-th variable to false to fulfill the corresponding 1-in-2-clause.

I Theorem 4.1. Deciding if two polygonal curves exist that realize at least k cells of a given
free space diagram is NP-hard.

ε

si

sc

Q

Figure 6 A strip corresponding to segment si ∈ P , the (prolonged) clause-segment, and control
gadget (in dashed ellipse). To the right, realizing curves are shown with the control gadget (in
dashed circle) consisting of multiple segments drawn on top of each other (shown perturbed below).

Proof. This is a rough sketch of proof, the detailed proof will be given in [9]. We reduce
from monotone MAX 1-in-2-SAT: for a given 2-SAT formula of n variables and m clauses,
we construct a free space diagram. In this diagram, a maximizing variable assignment
corresponds to placing curves that realize the maximum number of free space cells.

First recall that for a given fixed segment, placing another segment at angle α results in
the same free space cell as placing the segment at angle −α. We use this to model setting a
variable to true or false. Based on this, we construct a clause-gadget and a control-gadget,
the latter of which ensures that segments representing variables are placed consistently.

The clause gadget is shown in Figure 5. It consists of 5 cells; the outer two correspond to
the two variables, and the inner three can be realized exactly if exactly one of the variables
is set to true, i.e., the two segments are placed one at positive and one at a negative angle.

To ensure that variable segments are placed consistently, we place control gadgets over
each copy of a variable segment, see Figure 6. The control gadgets are sufficiently large, which
enforces realizing these cells, and hence assigning variables consistently. By placing different
variables slightly differently, their control gadgets do not interfere with other variables.
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Figure 7 shows a (tiny) complete construction. In the second from bottom row the clause
gadgets are placed next to each other. In between two clause gadgets we add a partially full
cell in the bottom row, which corresponds to visiting a “neutralizing” segment inbetween.
And control gadgets are added above each occurrence of a variable (here only two). J

ε

s0

sc

control
gadget
for v1

s1 s2

control
gadget
for v2

sp

s1 s2

s`

s`

s0 sc

sp

Figure 7 The free space diagram for the clause (v1 ∨ v2) with clause and both control gadgets,
each featuring three spikes. On the right hand side a perturbed drawing of realizing curves, where
s1 has a positive and s2 a negative angle to sc, i.e., we would set v1 to true and v2 to false.
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Abstract
We consider an extension to the geometric amoebot model that allow particles to form a constant

amount of circuits. Given a connected particle structure, a circuit is a subgraph formed by the
particles that permits the instant transmission of signals. We show that such an extension allows
for significant faster solutions to a variety of problems related to programmable matter. More
specifically, we provide algorithms for leader election and compass alignment. Leader election can be
solved in Θ(log n) rounds, w.h.p., and compass alignment can be solved in O(log n) rounds, w.h.p.

1 Introduction

Programmable matter is a physical substance consisting of tiny, homogeneous robots (also
called particles) that is able to dynamically change its physical properties like shape or density.
Such a substance can be deployed, for example, to build any objects imaginable or for the
detection of cancer cells through injection into the human body. Programmable matter has
been envisioned for 30 years [23] and is yet still to be realized in practice. However, theoretical
investigation on various models (such as the self-assembly model [21], the nubot model [24]
or the geometric amoebot model [8]) have already been started and is still continuing in the
distributed computing community.

Our investigation on programmable matter is made in the geometric amoebot model where
the locomotions of the particles are inspired by amoeba. However, the model only supports
movements by single particles at a time. We aim to accelerate algorithms for this model
by synchronizing the locomotions of several particles, which leads to a faster reorganization
of whole parts of particle structures. For this purpose, we introduce an extension to the
geometric amoebot model. Each particle is allowed to create a constant amount of circuits
with a subset of particles from the network. A circuit formed by particles allows for the
instantaneous transmission of primitive signals.

In spite of our prime goal, we start our investigation of the new possibilities on fundamental
algorithms in a stationary setting. More precisely, we study algorithms for leader election and
compass alignment. Leader election has turned out as a crucial primitive to break symmetries

∗ This work has been supported by the DFG Project SFB 901 (On-The-Fly Computing) and the DFG
Project SCHE 1592/6-1 (PROGMATTER).

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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in various geometric problems, e.g., shape formation (see for example [10, 17]). Compass
alignment ensures that the synchronized movements of particles are coordinated into the
same direction. We show that we are able to achieve a significant improvement on previous
results with the help of the circuits. Altogether, this paper will lay the foundation for an
upcoming examination of problems requiring locomotion, e.g., shape formation and object
coating.

The full version of this paper will contain solutions for the shape recognition problem.

1.1 Model
We introduce the extension of the geometric amoebot model from [8], which we describe in the
following. In this model, a set of n uniform particles is placed on the infinite regular triangular
grid graph Geqt = (V,E) (see Figure 1a). The particles are anonymous, randomized finite
state machines. Each particle occupies a single node1 and each node is occupied by at most
one particle.

(a) (b)

Figure 1 (a) A section of Geqt. (b) A connected particle structure. The nodes are the particles
and the edges are the bonds. A small arrow indicates the orientation of each particle.

A bond is formed between particles occupying adjacent nodes. These particles are said
to be neighbors. Neighbors are able to communicate through a locally shared constant-size
memory. Furthermore, particles assign a locally unique label to each edge incident to their
occupied nodes. We assume that all particles share a common chirality. However, the
particles do not have to agree on a common orientation.

Let the particle structure S ⊆ V be the set of nodes occupied by the particles (see
Figure 1b). It is connected iff GS is connected where GS = Geqt|S is the graph induced by S.
We expect that the structure is connected2.

In our model extension, pins are added to each bond between two particles. The number
of pins per bond is bounded by a constant c. A unique identifier is assigned to each pin of a
bond. These are known to both particles such that the pins can be distinguished. Particles
can connect the pins of their bonds arbitrarily.

Let P be the set of all pins and let C be the set of all connections between pins. Then, we
define a circuit as a connected component of graph GC = (P,C) (see Figure 2). A particle is
part of a circuit iff the circuit contains at least one pin on one of its bonds.

1 Actually, particles are allowed to occupy either a single node or a pair of adjacent nodes. W.l.o.g., we
can assume the former for all particles. Otherwise, we let the latter simulate 2 individual particles.

2 Particles have the ability to move by expansions and contractions. Since the presented algorithms work
entirely stationary, we omit further details and refer to [8]. The particles have to maintain a connected
structure at all times.
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Figure 2 The inner perspective of an particle structure for c = 2. The hexagons represent the
particles. Each side is a bond. The pins P are indicated by nodes. The connections C are indicated
by solid and dashed edges. Both the solid and dashed edges indicate a circuit. The particles
connected by the solid circuit are highlighted in gray.

Each particle can send a primitive signal (a beep) through its circuits that is received by
all particles of the same circuit. The particles receive a beep if at least one particle sends a
beep on the circuit but the particles do neither know the origin of the signal nor the number
of origins.

Particles operate in look-compute-act cycles: In the look phase the particle gathers
information. It reads its local and shared memories. Moreover, it may receive beeps on its
circuits. In the compute phase it performs some calculations and may update its local and
shared memory. In the act phase it may reconfigure the connections of its pins and send a
signal through an arbitrary number of its circuits. The signals are received during the next
look phase. Note that we assume a constant transmission time on the circuits, regardless
of the size of the circuit. This assumption is adopted from related reconfigurable network
models (see Section 1.3).

We assume that initially, all particles are connected to a single circuit, which we call the
global circuit, i.e., each particle connects a predefined pin of each bond together. Furthermore,
we assume that the particle structure progresses in synchronized rounds. Initially, the
particles may not be synchronized. But we do assume that they have a common sense of
a time unit, so they will synchronize each other at the first activation of the global circuit.
We measure the complexity of an algorithm by the number of synchronized rounds required
after the first activation of the global circuit.

1.2 Problem Statement and Our Contribution
We consider the following two fundamental problems, given a connected particle structure S.

First, we study the leader election problem. The particles have to agree on exactly one
single particle, which becomes the leader. Since particles only have constant storage capacity
and due to the absence of node identifiers, leader election is a non-trivial problem. We
propose a protocol, which requires Θ(logn) rounds, w.h.p.3 This is a significant improvement
on the runtime of previous algorithms (see Section 1.3), which have at least linear complexity.

Second, we examine the compass alignment problem. The particles do not agree on a
common orientation. Thus, the goal of the problem is to align the compasses of all particles

3 An event holds with high probability (w.h.p.) if it holds with probability at least 1 − 1/nc where the
constant c can be made arbitrarily large.
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globally. A compass alignment is essential to coordinate synchronized movements. Our
algorithm requires O(logn) rounds, w.h.p.

1.3 Related Work
Reconfigurable circuits have proven their value in various reconfigurable network models,
e.g., polymorphic-torus networks [15, 16], meshes with reconfigurable bus [16, 18] and bus
automata [19, 22]. Further examples can be found in [2, 16]. We will discuss the generalized
model stated in [2]. Usually, a square mesh is utilized as network topology. A processor
with a switch is placed on each node. For the particular model, the computational power of
the processors may vary. The switches control the connectivity of the incident edges. The
possible connections may be restricted in different variants. A connected component is called
a bus.

Each processor connected to a bus may transmit a message on the bus, which is received
by all other processors of the same bus. Contrary to our model, non-primitive messages are
possible. Depending on the specific model, collisions either are detected or go undetected
if more than one processor has transmitted a message on a bus. In the former case the
massages are assumed to be destroyed. In the latter case, for example, a logical OR may be
applied to the messages. Our model corresponds to the latter.

The leader election problem is an extensively researched problem within the geometric
amoebot model [1, 4, 7, 12, 13, 14, 17]. To our knowledge there are no publications
regarding compass alignment within the amoebot model. Further publications include shape
formation [6, 9, 10, 12, 17], gathering [3], and object coating [5, 11].

2 Leader Election

In this section we give an efficient solution for the leader election problem. The underlying
idea has been analyzed before, for example in [20]. Our protocol works in two phases. First,
we reduce the number of particles that are being considered for the leader from n to O(logn).
The second phase then elects a leader among the remaining O(logn) candidates, w.h.p.

Throughout the protocol, we maintain a set C1 ⊆ S of particles that are considered as
candidates for the leader. In the first phase we perform a tournament on the particles that
are still candidates to become the leader. Initially, each particle is a candidate, i.e., C1 = S.

A single iteration of the tournament works as follows. Each candidate u ∈ C1 tosses a
coin that is either HEADS or TAILS and stores the result in a variable u.c1. Now consider
two subsequent rounds r1, r2. In round r1 all candidates u ∈ C1 with u.c1 = HEADS send a
signal through the global circuit and in r2 all candidates u ∈ C1 with u.c1 = TAILS send
a signal through the global circuit. As signals are received instantly by all particles, each
particle is able to check if there is a candidate that beeped in r1 and one that beeped in r2.
If at least one candidate beeped in r1, all candidates that beeped in r2 are out of contention
for being the leader (therefore, the set C1 gets updated). We continue performing iterations
of the tournament until we reach an iteration where in either round r1 or in r2 no candidate
beeped. This finishes the first phase of our protocol and takes Θ(logn) rounds, w.h.p.

In the second phase we continue the tournament from the first phase on the remaining
O(logn) candidates in C1 until there is only one single candidate left. Unfortunately, we
cannot check efficiently when this is the case because we cannot count the number of particles
that have sent a signal in a single round through the global circuit. Therefore, we aim to
continue the tournament from the first phase for another Θ(logn) rounds. As particles cannot
count to Θ(logn) due to their constant-sized storage, we just perform a second tournament
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on the set C2, initially set to S, in parallel to the tournament on the set C1. One iteration
of the second phase therefore consists of 4 rounds – 2 rounds for the tournament on C1 and
2 rounds for the tournament on C2. The second tournament terminates once the tournament
on C2 has finished. By repeating the second tournament κ times for a constant κ ≥ 3, we
can guarantee that w.h.p., only one single node remains as a candidate.

I Theorem 2.1. A particle structure elects a leader within Θ(logn) rounds, w.h.p.

3 Compass Alignment

In this section, we consider another basic task: the alignment of the compasses of all particles.
Our protocol divides the particle structure into regions of homogeneous compass alignments
and fuses these iteratively into a single region by adjusting the alignments of regions.

The regions are defined by the connected components of graph GR = (S,A) where
A = {{u, v} ∈ E | u, v aligned}. Let Rt denote the set of all regions after the t-th loop and
R0 denote the set of all regions at the beginning. Moreover, we call region R′ a neighbor
of region R if there exists u ∈ R and v ∈ R′ such that these are adjacent in GS . The
neighborhood of R is given by N(R).

In a nutshell, loop t proceeds as follows: First, we determine set Rt−1 and connect the
particles of each region by a regional circuit. Each region R ∈ Rt−1 attempts to toss a coin.
Thereupon, each region that has tossed TAILS fuses into a neighbor region that has not
tossed TAILS by adjusting its compass. The new regions are determined at the beginning of
the next loop. Further fusions may occur beyond these adjustments (see Figure 3).

R1

R2
R3

R4

Figure 3 Region R1 and R4 have the same orientation. Region R2 adjusts its compass to region
R1. Region R3 adjusts its compass to region R4. All 4 regions fuse together.

In order to toss a coin, we use a similar approach as for the leader election. Each region
contains a non-empty set of candidates. Exactly like the candidates in the leader election
protocol, each of these tosses a coin and beeps in the respective round. A coin toss is
successful if all coin tosses of the candidates coincide. Otherwise, the candidacies of all
candidates that have tossed TAILS are revoked.

Suppose that region R has tossed TAILS . We now describe how region R fuses into
another region. Let N′(R) denote all neighbors of R that have not tossed TAILS . These
regions do not change their orientation in the current loop. We define offset(R,R′) as the
minimal number of clockwise rotations (by 60◦) necessary to adjust the particles of R to the
compass of R′. Note that offset(R,R′) ∈ [1, 5].

Particles adjacent to a neighboring region can obtain information from these neighboring
regions (by reading from the shared memory). In particular, they know about the result of
the coin tosses and about the offset. Consider the particles in region R that are adjacent to
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a region that has not tossed TAILS . We divide these particles into 5 subsets accordingly to
the offsets. Note that the subsets are not necessarily disjoint. In more detail, let

∀i ∈ [1, 5] : Bi = {u ∈ R | ∃R′ ∈ N′(R) : offset(R,R′) = i ∧ ∃v ∈ R′ : u, v adjacent in GS}.

Note that Bi 6= ∅ implies that region R can fuse into another region by rotating its particles
i times in clockwise direction. Similar to the coin tosses, we consider 5 subsequent rounds
r1, . . . , r5. Each particle u ∈ Bi beeps on the regional circuit in round ri. The region R may
pick the first possible offset.

Finally, we have to check if there is still more than one region left. Any particle that has
an unaligned neighbor beeps continuously on the global circuit. The algorithm terminates
once a round is reached where the global circuit has not been activated.

I Theorem 3.1. The compasses of all particles are aligned after O(logn) rounds, w.h.p.
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Abstract
We consider face-colorings of drawings of graphs in the plane. Given a multi-graph G together with
a drawing Γ(G) in the plane with only finitely many crossings, we define a face-k-coloring of Γ(G)
to be a coloring of the maximal connected regions of the drawing, the faces, with k colors such
that adjacent faces have different colors. By the 4-color theorem, every drawing of a bridgeless
graph has a face-4-coloring. A drawing of a graph is facially 2-colorable if and only if the underlying
graph is Eulerian. We show that every graph without degree 1 vertices admits a 3-colorable drawing.
This leads to the natural question which graphs G have the property that each of its drawings
has a 3-coloring. We say that such a graph G is facially 3-colorable. We derive several sufficient
and necessary conditions for this property: we show that every 4-edge-connected graph and every
graph admitting a nowhere-zero 3-flow is facially 3-colorable. We also discuss circumstances under
which facial 3-colorability guarantees the existence of a nowhere-zero 3-flow. On the negative side,
we present an infinite family of facially 3-colorable graphs without a nowhere-zero 3-flow. On the
positive side, we formulate a conjecture which has a surprising relation to a famous open problem by
Tutte known as the 3-flow-conjecture. We prove our conjecture for subcubic and for K3,3-minor-free
graphs.

Related Version A full version of the paper is available at https://arxiv.org/abs/2008.09692

1 Introduction

Graph coloring is one of the earliest and most influential branches of graph theory, whose
first occurences date back more than 150 years. Maybe the most celebrated problem in
graph theory is the 4-color-problem, asking whether the bounded regions of every planar map
can be colored using 4 colors such that regions sharing a common border receive different
colors. This problem was finally resolved in the positive in 1972 when Appel and Haken [1, 2]
presented a computer-assisted proof of the famous 4-Color-Theorem, which formally states
that the chromatic number of every planar graph is at most four.

In this paper we combine the topics of graph coloring and graph drawing by studying
colorings of planar maps arising from drawings of possibly non-planar graphs. Formally,
a face-k-coloring of a drawing Γ is a proper coloring of the dual graph G>(Γ) of Γ, i.e., a
coloring c : F(Γ)→ {0, . . . , k − 1} of the faces such that for any two faces f1, f2 which are
adjacent in Γ (i.e., they share a common segment of an edge), we have c(f1) 6= c(f2) (see
Figure 1 for an example). Note that in a drawing Γ it might occur that a face f is adjacent
to itself, in which case no face-coloring can exist, compare Figure 2.

However, in this case the edge involved in the self-touching must be a bridge of the
underlying abstract graph, hence, self-touchings do not occur in drawings of bridgeless graphs.
This justifies that most of our results are formulated only for the setting of bridgeless graphs.
Using the Four-Color-Theorem, we directly see that four colors are sufficient to face-color
bridgeless graphs.

∗ All three authors were supported by DFG-GRK 2434 Facets of Complexity.
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Figure 1 A face-3-colored drawing of a graph.

Figure 2 A drawing of a graph with a self-touching outer face, caused by the existence of a
bridge (edge marked fat) in the underlying graph.

I Proposition 1.1. Every drawing of a bridgeless graph admits a face-4-coloring.

2 Notation and Basics

The graphs considered in this paper are finite multi-graphs. We say that G′ is a minor of G,
if G′ is obtained from G via a sequence of finitely many edge contractions, edge deletions
and vertex deletions. We say that G′ is a subcontraction of G if it is obtained from G by a
sequence of vertex contractions.

By a drawing Γ of a graph G we mean an immersion of G in the plane such that vertices
are mapped to distinct points and edges are represented by continuous curves connecting the
images of their endpoints (closed curves in the case of loops), but which do not contain any
other vertices. Edges may intersect each other and themselves, but there are only finitely
many points of intersection. For e ∈ E(G), γ(e) indicates the set of points on the curve
representing e, and γ◦(e) the set of interior points of γ(e). A more restricted class of drawings
are the good drawings, satisfying the following additional properties:

no point is contained in the interiors of more than two edges,
edges do not self-intersect (except loops may self-intersect at the endpoint)
every two adjacent edges intersect only in their common endpoints,
non-adjacent edges intersect in at most one point, which is a proper crossing, and
loops do not intersect other edges.
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Good drawings of simple graphs have been studied extensively in the literature, mainly
because the crossing number of a graph is attained by good drawings, see also [8] for a survey
on this topic. More precisely, a well-known fact in crossing number theory is that every
drawing of a graph can be reduced by a set of local uncrossing-operations to a good drawing.
The proof is standard, but lengthy, so we defer it to the full version. A similar proof (which
however only deals with simple graphs) can be found in [8], Lemma 1.3.

In case Γ is a drawing of G, we also say that G is the underlying graph of Γ.
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(a) Drawing Γ of G colored by c (b) The planarization Gisc(Γ) (c) G>(Γ), planar dual to Gisc(Γ)

Figure 3 Face-3-coloring c of a drawing of a multigraph G and associated graphs Gisc and G>.

By F(Γ) we denote the set of the faces of Γ, i.e., the connected components of R2 − Γ.
Placing an additional vertex at every inner intersection of at least two edges in a drawing
Γ and making two such vertices adjacent whenever they appear consecutively on the same
edge of the drawing, we obtain an embedded planar graph Gisc(Γ), which we refer to as the
planarization of Γ. See Figure 3(b) for an example. Note that Gisc(Γ) captures the most
relevant combinatorial properties of the drawing Γ. In particular, the cell decompositions of
R2 − Γ and R2 −Gisc(Γ) are isomorphic. By G>(Γ) we will denote the planar dual graph of
Gisc(Γ), embedded in the natural way, see Figure 3(c) for an example.

Wherever the proof of any result is not given in this extended abstract or not given to its
full extent, it can be found in the full version.

3 Existence of 2- and 3-Colorable Drawings

We start our investigation of face-colorings of graphs by characterising the drawings whose
faces can be properly colored using only two colors. A graph is called Eulerian if all its
vertices have even degree.

I Proposition 3.1. A drawing Γ of a graph G has a face-2-coloring if and only if G is
Eulerian.

Proof Sketch. If G is Eulerian, the planarization of Γ is as well, and the dual of a planar,
Eulerian graph is bipartite. Therefore, Γ has a face-2-coloring. On the other hand, the
regions around any vertex of odd degree form an odd cycle which cannot be 2-colored. J

For every face-coloring of a drawing of a non-Eulerian graph, at least 3 colors are required.
However, we show that this is the worst case: every graph without degree one vertices (in
particular, any bridgeless graph) has numerous drawings that are 3-colorable.

I Proposition 3.2. A graph G has a drawing with a face-3-coloring if and only if it has no
vertex of degree 1.
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Propositions 1.1, 3.1, and 3.2 motivate the problem of understanding the structure of
graphs all whose drawings are 3-colorable. This leads to the following notion: If G is an
abstract graph, we say that G is facially 3-colorable if every drawing of G in the plane admits
a face-3-coloring.

4 Sufficient Conditions for Facial 3-Colorability

We derive several sufficient conditions for a graph to be facially 3-colorable, and thereby
draw a link between facially 3-colorable graphs and so-called 3-flowable graphs, which are
intensively studied in the theory of nowhere-zero flows on graphs. For k ∈ N, a nowhere-zero
k-flow on a graph G consists of a pair (D, f), where D = (V (D), A(D)) is an orientation of
the edges of G, and where f : A(D)→ Zk \ {0} is a group-valued flow on the digraph D, i.e.,
a weighting of the arcs with non-zero group elements from Zk satisfying Kirchhoff’s law of
flow conservation:

∀v ∈ V (D) :
∑

e=(w,v)∈A(D)

f(e) =
∑

e=(v,w)∈A(D)

f(e)

If a graph G admits a nowhere-zero k-flow, we also say that G is k-flowable. The interest
in nowhere-zero-flows stems from the following intimate connection to colorings of planar
graphs. For a comprehensive introduction to the topic of nowhere-zero flows, we refer to the
textbook [13] by Zhang. Particularly relevant to the topics addressed here are the sections
‘Face Colorings’ and ‘Nowhere-Zero 3-Flows’.

I Theorem 4.1 (Folklore, see also [13], Theorem 1.4.5). Let G be a planar graph and let Γ be
a crossing-free embedding of G in the plane. Then for any k ∈ N, G admits a nowhere-zero
k-flow if and only if Γ has a face-k-coloring.

Similar to the situation for face-colorings, only bridgeless graphs can have nowhere-
zero flows, as the flow value of a bridging edge must be 0. Conversely, a famous result
by Seymour [9] states that every bridgeless graph admits a nowhere-zero 6-flow. The
following result relates the existence of nowhere-zero 3-flows in graphs with the existence of
face-3-colorings for all their drawings.

I Theorem 4.2. Let G be a graph admitting a nowhere-zero 3-flow. Then G is facially
3-colorable.

Grötzsch’s theorem states that loopless triangle-free planar graphs are 3-colorable, thus
we obtain another interesting positive result.

I Theorem 4.3. Every 4-edge-connected graph is facially 3-colorable.

Proof idea. Let G be a 4-edge-connected graph. We first prove that the planarization of any
drawing of G is 4-edge-connected as well. Note that this means that its planar dual graph is
simple and triangle-free. Hence, Grötzsch’s Theorem implies that the dual graph admits a
proper 3-vertex-coloring, and therefore the faces can be properly colored with 3 colors. J

5 An Infinite Family of Counterexamples

Looking at Theorem 4.2 and 4.3, it is natural to ask whether there are facially 3-colorable
graphs that are not 3-flowable. We answer this question in the positive by providing an
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infinite family of graphs with this property. For every n ∈ N, K+
3,n denotes the graph obtained

from the complete bipartite graph K3,n by joining two vertices in the partite set of size 3 by
an edge.

I Theorem 5.1. For every n ≥ 4, the graph K+
3,n is facially 3-colorable but does not admit

a nowhere-zero 3-flow.

However, examples of graphs as given by Theorem 5.1 are rarely spread. In fact,
Sudakov [10] proved that random graphs expected to have minimum degree at least 2 are
expected to have a nowhere-zero 3-flow, thereby establishing in a strong sense that almost
all graphs admit a nowhere-zero 3-flow.

6 Towards Characterizing Facially 3-Colorable Graphs

The following two results show that an equivalence between facial 3-colorability and the
existence of nowhere-zero 3-flows holds at least for sparse graph classes beyond planar
graphs. The proofs rely on the fact that facial 3-colorability is hereditary with respect to
subcontractions, that is, contractions of arbitrary subsets of vertices (not only connected
subgraphs).

I Theorem 6.1. A graph with maximum degree at most 3 is facially 3-colorable if and only
if it is 3-flowable.

I Theorem 6.2. A K3,3-minor-free graph is facially 3-colorable if and only if it is 3-flowable.

We have not been able to find graphs which are facially 3-colorable but not 3-flowable
except for graphs arising by simple operations from the examples given by Theorem 5.1. To
be more precise, we believe that excluding the graphs K+

3,n, n ≥ 4, as subcontractions could
already be sufficient to yield an equivalence between facial 3-colorability and 3-flowability.

I Conjecture 6.3. If G is a facially 3-colorable graph which does not have a subcontraction
isomorphic to K+

3,n for some n ≥ 4, then G is 3-flowable.

Interestingly, a positive answer to Conjecture 6.3 would also imply a positive answer to
the following long-standing Conjecture by Tutte.

I Conjecture 6.4 (Tutte’s 3-Flow-Conjecture, Conjecture 1.1.8 in [13]). Every 4-edge-connected
graph admits a nowhere-zero 3-flow.

To see this, suppose Conjecture 6.3 holds true, and let G be a given 4-edge-connected
graph. By Theorem 4.3, G is facially 3-colorable. Since G is 4-edge-connected, so is each
of its subcontractions. Since each K+

3,n has a vertex of degree 3, this means that G has no
subcontraction isomorphic to a K+

3,n with n ≥ 4. Hence, Conjecture 6.3 yields that G is
3-flowable, as claimed in Tutte’s conjecture.

7 Conclusive Remarks

Apart from the obvious challenges to decide Conjecture 6.3 and to obtain a better under-
standing of the class of facially 3-colorable graphs, we have an interesting open question
towards the computational complexity of recognizing facially 3-colorable graphs. For planar
graphs, NP-completeness can be deduced as follows.

EuroCG’21
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I Corollary 7.1. Deciding whether a given planar graph is facially 3-colorable is NP-complete.

Proof. Testing whether a planar graph is facially 3-colorable by Theorem 6.2 is equivalent
to testing whether a given planar graph is 3-flowable. This problem is clearly contained in
the class NP (we can verify a nowhere-zero 3-flow in polynomial time). By Theorem 4.1 and
planar duality, we can furthermore reduce the problem of deciding whether a given planar
graph is properly 3-vertex-colorable to this problem. Since this problem is NP-complete (see
[4]), we deduce the claim. J

While this clearly suggests hardness for general graphs as well, containment in NP remains
unclear, since facial 3-colorability cannot be verified via 3-flowability in this case.

I Question 7.2. Is deciding whether an input graph is facially 3-colorable contained in NP?

Acknowledgements We are indebted to Andrew Newman, Günter Rote, and László Kozma,
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Research Training Group ‘Facets of Complexity’ at Kloster Chorin in December 2019.
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Abstract
Many problems in Discrete and Computational Geometry deal with simple polygons or polygonal
regions. Many algorithms and data-structures perform considerably faster if the underlying polygonal
region has low local complexity. One obstacle to make this intuition rigorous, is the lack of a formal
definition of local complexity. Here, we give two possible definitions and show how they are related
in a combinatorial sense. We say that a polygon P has point visibility width pvw(P ) (or pvw in
short), if there is no point in P that sees more than pvw reflex vertices. We say that a polygon P

has chord visibility width cvw(P ) (or cvw in short) if there is no chord (maximal segment) in P that
sees more than cvw reflex vertices. We show that

cvw ≤ pvwO(pvw),

for any simple polygon. Furthermore, we show that there exists a family of simple polygons with

cvw ≥ 2Ω(pvw).

Related Version arxiv.org/abs/2101.07554

1 Introduction

In Discrete and Computational Geometry we study many problems with respect to the input
size n and other natural parameters that capture some properties of the problem. One
famous example is the computation of the convex hull of a set of points in the plane. While
Θ(n log n) time is worst case possible, this can be improved to Θ(n log h), where h is the
number of vertices on the convex hull [4]. Here, the number of vertices on the convex hull is
a natural parameter to study this problem. We also say sometimes that the algorithm is
output-sensitive. Another famous example, is the spread ∆ of a set of points in the plane.
That is the ratio between the largest and the smallest distance, between any two points.
Efrat and Har-Peled were the first to find an approximation algorithm for the art gallery
problem under the assumption that the underlying set of vertices has bounded spread [2]. A
third example is the number of reflex vertices of a polygon. This parameter gave raise to
some FPT algorithms for the art gallery problem [1].

In this work, we introduce two new parameters that are meant to capture rigorously the
idea of local complexity. Consider the polygons shown in Figure 1. Most researchers would
probably agree that the polygon on the left has lower local complexity than the polygon on
the right. Yet, it is not straightforward how to define this rigorously in a mathematical sense.
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Figure 1 The polygon on the left has intuitively lower local complexity than on the right. Note
that with respect to other measures the left figure might appear more complex.

Here, we give two possible definitions and show how they are related in a combinatorial
sense. We say that a polygon P has point visibility width pvw(P ) (or pvw if P is clear from
the context), if pvw is the smallest number such that every point in P sees at most pvw reflex
vertices. We say that a polygon P has chord visibility width cvw(P ) (or cvw if P is clear
from the context), if cvw is the smallest number such that every chord (maximal segment) in
P sees at most cvw reflex vertices.

We show the following theorem.

I Theorem 1.1. For every polygon with chord visibility width cvw and point visibility
width pvw, it holds that

pvw ≤ cvw ≤ pvwO(pvw).

Moreover, there are polygons such that

cvw ≥ 2Ω(pvw).

Note that Hengeveld and Miltzow already defined the notion of chord visibility width
in a very similar way [3]. Their definition counts the total number of seen vertices instead
of the total number of reflex vertices. They showed that the art gallery problem admits an
FPT algorithm with respect to chord visibility width. Note that their FPT algorithm also
works verbatim also with our definition. Now, Theorem 1.1 implies that there is also an
FPT algorithm for the art gallery problem with respect to the point visibility width. Note
however, that the running time becomes double exponential.

For a parameter to be interesting to study, we usually have three criteria.

naturalness: Although there is no definition of what it means to be mathematically natural,
many researchers seem to have a common understanding of this notion.

relevance: The parameter is at least for some fraction of instances reasonably low.
profitable: Using the parameter, we should be able to design better algorithms and prove

useful run time upper bounds.

We believe that both parameters are mathematically natural. Theorem 1.1 indicates that
the chord visibility width can be exponentially larger than the point visibility width. Thus we
would expect that chord visibility width is potentially more profitable. The aforementioned
FPT results indicate that chord visibility width is indeed profitable. Having a double
exponential time FPT algorithm can barely be called a useful algorithm. We would expect
that both parameters are equally relevant as the example that we give is fairly contrived.
The remainder of this paper is dedicated to proving Theorem 1.1.



F. Klute, and M. M. Reddy, T. Miltzow 54:3

2 Chord visibility width vs Point visibility width

We prove Theorem 1.1 in two parts. First, we show the second half of the theorem in
Section 2.1 by constructing a polygon for which it holds that cvw ≥ 2Ω(pvw). Second, we
show the first half of Theorem 1.1 in Section 2.2 by analysing how the reflex vertices visible
from a chord in a simple polygon P restrict each others vision and relating this to the point
visibility width of the polygon.

2.1 Lower bound

k − 1 layers

k − 2 layers

bridgec

Figure 2 Construction of the Iterated Comb.

We construct a polygon P , called the Iterated Comb, see Figure 2. In the following, let
k ∈ N. The Iterated Comb consists of k layers, each layer consists of two spikes and each
spike further splits into two more spikes in the subsequent layer. Observe, that the entire
polygon is visible from the chord connecting the two left-most points of the polygon. The
distance between consecutive spikes in a layer, referred to as the bridge, is adjusted such
that if at least one vertex in the interior of a spike is visible from a point p on c, then p

cannot see any interior vertex of any other spike. This property is achieved by stretching the
bridges vertically. More specifically, for 1 < i ≤ k, the length of the bridge of the ith layer is
increased such that the property holds for layer i and then the bridge of the previous layer is
adjusted accordingly. By iteratively stretching the bridges from the last layer to the first
layer, it can be ensured that the property holds for every layer. This property is illustrated
in Figure 3 for k = 2. In the first layer, the point p sees an interior vertex of the first spike
and no interior vertex of the second spike. Similarly, in the second layer point p sees an
interior vertex of the second spike and no interior vertex of the first spike.

Chord visibility width of the Iterated Comb

Clearly, the chord which sees the highest number of reflex vertices is the chord defined by
the two left-most vertices. Let this chord be c. The number of reflex vertices of the first
layer visible from c is two. Similarly, the number of reflex vertices of the ith layer visible
from c is 2i. Summing up over all k layers, the number of reflex vertices visible from c is
Θ(2k+1), and hence cvw = Θ(2k+1).

EuroCG’21
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p

Figure 3 Point p sees interior points of at most one spike of any layer

Point visibility width of the Iterated Comb

I Claim 1. Chord c contains at least one of the points in P which see the highest number of
reflex vertices of P .

Proof. Let q be a point in polygon P which sees the highest number of reflex vertices of P .
Let p be a point on chord c which has the same y-coordinate as q. Assume p 6= q. Let r be
a reflex vertex visible from q. Since P is monotone with respect to y-axis, the triangle pqr

must be empty. This implies that r is visible from p as well. Hence, the point p also sees the
highest number of reflex vertices in P since p sees at least as much as q. Refer to Figure 4
for an illustration. J

qp

r

Figure 4 Point p sees all the reflex vertices visible from q

Let p be any point on c. Both the reflex vertices in layer one are visible from p. In each
subsequent layer, p can see the reflex vertices that are in the interior of at most one spike,
which is two reflex vertices, p cannot see any of the other reflex vertices in the other spikes
by construction. Summing it up, we can conclude that 2k reflex vertices are visible from p,
and thus pvw = 2k. Hence the Iterated Comb has cvw ≥ 2Ω(pvw).

2.2 Upper bound
Next, we show that we can upper bound the chord visibility width in terms of the point
visibility width.

To this end, we prove the following lemma.
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u

v

I(v)

a

b

Figure 5 The vertex v sees a subinterval I(v) ⊆ s which is restricted by a and u.

I Lemma 2.1. For every simple polygon, it holds that

cvw ≤ pvwO(pvw).

The rest of this paragraph is dedicated to the proof of Lemma 2.1.
For that purpose assume, we are given a simple polygon P together with a chord s ⊂ P .

Furthermore, we assume that no point in P sees more than k = pvw reflex vertices of P .
Let us denote by R the set of all reflex vertices that see at least one point of s = seg(a, b).
Furthermore, we also include the two endpoints of s in the set R. As P is a simple polygon
it holds that every reflex vertex r ∈ R \ {a, b} sees a subsegment I(r) ⊆ s. For convenience,
we also call I(r) an interval.

Note that every interval is restricted by exactly two points in R, see Figure 5. In case
of ambiguity, due to collinearities, we say the point in R closer to s is the restricting point.
Those vertices can be either the endpoints of s (a and b) or a different reflex vertex in R.
We show the following claim.

I Claim 2. If u is a reflex vertex that restricts the reflex vertex v then it holds that

I(v) ⊆ I(u).

Proof. The triangle T formed by I(v) and v is trivially convex and fully contained inside P .
The reflex vertex u is on the boundary of the triangle and thus sees every point of T . In
particular also I(v). J

Given the previous claim, we construct the visibility restriction graph G as follows. The
vertices are formed by the points in R. We say that uv forms a directed edge, if u is restricted
by v. We summarize a few useful properties of G in the following claim.

I Claim 3. The visibility restriction graph of a polygon with point visibility width at most k

has the following properties.

1. The segment endpoints a, b are the only two sinks.
2. The out-degree is two for every vertex v ∈ R \ {a, b}.
3. The in-degree is at most k − 1 for every vertex v ∈ R.
4. The longest path has at most k + 1 vertices.
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Proof. By definition, every reflex vertex is restricted by exactly two vertices in R. This
implies Item 1 and 2.

Any reflex vertex v can see itself and all its neighbors. Its in-degree neighbors are also
reflex vertices. As no point can see more than k reflex vertices v has at most k − 1 in-degree
neighbors. This concludes the proof of Item 3.

Finally, to prove Item 4, let p = u1u2 . . . ul be a directed path. Then it holds that there
is a point

q ∈ I(ul) ⊆ . . . ⊆ I(u2) ⊆ I(u1) = s.

The point q sees all reflex vertices of the path p. As no point sees more than k reflex vertices,
it holds that p has at most k reflex vertices. As all but potentially the first vertex is a reflex
vertex, we have l ≤ k + 1. J

The properties of the last claim enable us to give an upper bound on the size of G and
thus also on the size of R.
I Claim 4. The visibility restriction graph G of a polygon with point visibility width pvw = k

has at most kO(k) vertices.

Proof. We organize G into layers depending on the distance from a and b. Note that if
layer i has t vertices then layer (i + 1) has at most t · k vertices. As there are at most k + 1
layers and the first layer has size two we get that G has at most

2 + 2k + 2k2 + 2k3 + . . . + 2kk = kO(k)

vertices. J

3 Conclusion

We believe that local complexity has the potential to be a useful parameter. We gave two
ways to define local complexity in a rigorous way and showed how those two ways relate to
one another. We want to end with a few open questions.

1. Can we find algorithms and data structures that can make use of low local complexity?
2. Can we compute or approximate the point visibility width and chord visibility width in

an efficient manner? Note that this is more a theoretical question. We do not necessarily
need to know the chord visibility width of a polygon to use the concept in the design and
analysis of an algorithm.

3. Are there other ways to formalize the idea of local complexity within a polygonal region?
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Abstract
We study a variant of the geometric multicut problem, where we are given n colored and pairwise
interior-disjoint polygons P in the plane. The objective is to compute a set of simple closed polygon
boundaries (fences) that separate the polygons in such a way that any two polygons which are
enclosed by the same fence have the same color, and the total number of links in the fencing is
minimized. We call this the minimum link fencing (MLF) problem. In this work we primarily
consider a special case of MLF, called bounded minimum link fencing (BMLF), where P contains a
polygon Q that is not bounded in any direction, and behaves as an outer polygon. We show that
BMLF is NP-hard in general, however, it is polynomial-time solvable when the convex hull of the
input polygons except Q does not intersect Q.

1 Introduction

In the geometric multicut problem [2], one is given k disjoint sets in the plane, each with a
different color, and asks for a subdivision of the plane such that no cell of the subdivision
contains multiple colors. The goal is to minimize the total length of the subdivision edges.

∗ FK was supported by the Netherlands Organisation for Scientific Research (NWO) under project no.
612.001.651; SB, MN, and AV were supported by the Austrian Science Fund (FWF) under grant P31119.

Figure 1 Two sets of polygons in the plane (left) with different colors (green and yellow). The
yellow set effectively acts as an outer polygon with holes. Separating the two sets with individual
fences (middle) can lead to significantly more links in the fences (here 16) than grouping same-colored
polygons (right), which manages this in just 8 links.
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(a) MLF (b) BMLF (c) SMLF (d) CMLF

Figure 2 Different problem inputs corresponding to (a) MLF, (b) BMLF, (c) SMLF and (d)
CMLF. In (c) and (d) the convex hull of all inner polygons is indicated in grey.

A different kind of separation is achieved in the polygon nesting problem [4], where for
two polygons P and Q with P ⊂ Q one asks for the polygon P ′ with the smallest number of
links, s.t. P ⊂ P ′ ⊂ Q. There exists a series of work that adressed the algorithmic complexity
of nesting problems for various polygon families; see [4, 5, 7, 9, 10].

We consider a variant of geometric multicut inspired by polygon nesting, where we
separate the subsets from each other, with a set of closed polygons (fences), which enclose
only polygons of one color and have the smallest possible number of links. If one or more sets
are not connected, we need to solve the combinatorial problem of choosing which polygons
should be grouped in each fence polygon. Figure 1 illustrates the problem. Some variants of
the fencing problem already become NP-hard for point objects with two colors, e.g., if we
require the fence to be a single closed curve [6].

In this paper we assume the input sets are collections of polygons, one color covers the
plane minus a single polygonal hole (the outer polygon, a parallel to polygon nesting) and
we will focus on the case k = 2. We use n to denote the total number of corners of the input
polygons. Even in this simple setting the problem is non-trivial. If both sets are connected,
then the problem is equivalent to finding a minimal nested polygon, which can be solved
in O(n logn) time [3]. If both sets are not connected we show this problem to be NP-hard
in Section 2. Note the contrast to the geometric multicut problem, which is polynomially
solvable for k = 2 [1] but becomes NP-hard when k = 3 [2]. Finally, in Section 3, we show
that the problem is polynomial-time solvable when the convex hull of the second color (the
inner polygons) is contained in the outer polygon and the first color is connected.

1.1 Definitions and Notation
I Definition 1.1 (Minimum Link Fencing (MLF)). We are given n pairwise interior-disjoint
polygons P = {P1, . . . , Pn} in the plane, with a coloring function f : P → {1, . . . , k}, which
assigns a color to every input polygon. We write Pi = {P | f(P ) = i}. We want to find a
set of simple closed polygon boundaries F = {F1, . . . , Fm} such that the total number of
links |F | on the boundary of F =

⋃k
i=1 Fi is minimized and if two polygons Pa and Pb are

enclosed by the same fence or are both in R2 \⋃k
i=1 Fi, where Fi is the polygon bounded by

Fi, then f(Pa) = f(Pb). We will call Fi a fence and F a minimum link fencing.

We refer to P, which contains polygons of k different colors, as k-colored and to the
problem setting as the k-colored problem. We consider several problem variations.

If there exists a polygon Q ∈ P , which is unbounded in every direction, i.e., R2\Q is finite,
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Figure 3 On this input allowing overlapping fences (left) achieves six links, while non-overlapping
fences require at least seven links, whether grouping the inner polygons (middle) or not (right).

this subset effectively acts as an outer boundary. In this case we call the problem Bounded
Minimum Link Fencing (BMLF). We denote the polygon Q as the outer polygon. If Q is the
only polygon of its color f(Q) we call this setting Simply Bounded Minimum Link Fencing
(SMLF). Moreover, if in an instance of SMLF we have CH(

⋃k
i=1 Pi \Q) ⊂ R2 \Q, i.e., the

convex hull of all input polygons except Q does not intersect Q, we speak of Convex Bounded
Minimum Link Fencing (CMLF). The differences between these settings are illustrated in
Fig. 2.

If F is required to be a set of pairwise crossing-free boundaries, we will prepend disjoint
to the problem name, i.e, disjoint *MLF rather than just *MLF, where *MLF stands for
MLF, BMLF, SMLF, CMLF or any other variant of the problem. Any solution for disjoint
*MLF is also a solution for *MLF, however as shown in Fig. 3 a solution for *MLF can
achieve fewer links than for disjoint *MLF on the same input. A version of disjoint MLF,
which restricts every fence Fi to enclose exactly one polygon Pi ∈ P , was proven NP-hard by
Das in his doctoral thesis [5].

2 Two-colored BMLF is NP-hard

In this section we will call polygons of color one boundary polygons and polygons of color
two inner polygons. An instance of planar 3,4-SAT, which is NP-complete [8], consists of a
Boolean CNF-formula φ with a set of variables V = {v1, . . . , vn} and a set of clauses C ⊂ 2V ,
s.t. every clause is a disjunction of three literals and every variable occurs at most four
times as a literal in a clause. Additionally, we are given the embedded plane incidence graph
Gφ = (V ∪ C, E). The edge vc is contained in E if v occurs in c as a literal.

We create an instance of 2-colored BMLF, emulating the shape of the embedding of Gφ
with one unbounded outer polygon Q and multiple boundary polygons of the same color
f(Q) = 1, s.t., φ is satisfiable if and only if the instance has a minimum link fencing with a
fixed number of links. This is shown in Fig. 4a, where the unbounded polygon and inner
polygons of color 1 are depicted in grey. To ease depiction, we will resort to describing the
construction of the free space, rather than the actual polygons. At the end of the reduction
all grey polygons need to be subtracted from the plane, to obtain the actual polygons of
color 1. Note how the white area in Fig. 4a corresponds to the grey area in Fig. 4b.

I Theorem 2.1. Two-colored BMLF is NP-hard, even if every fence in F encloses at most
three inner polygons.
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v1 v2 v3 v4

c1

c2

(a) Schematized reduction construction

v1 v2 v3 v4

c1

c2

(b) Schematized construction, with a valid fencing

Figure 4 A (schematized) construction (a) and valid fencing of this construction (b) for a small
instance (v1 ∨ v3 ∨ v4) ∧ (v1 ∨ v2 ∨ ¬v3). The gray area in (a) indicates the unbounded outer polygon
as well as inner polygons of the same color (holes). Inner polygons of the second color are placed
in the white area. In (b) fences are highlighted in green and the spikes of the variable gadgets are
highlighted as true (blue) of false (red) spikes. Note that the wire G(v3, c2) is in a false state, since
c2 is already fulfilled by v1 and false state wires save one link over true state wires. The grey area in
(b) correspond to the free space of the construction.
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ε ε

ε

(a) Overlapping T-polygons.

p2 p5

p3 p4

p9 p7

p8

p6p1

(b) Labeling of chocke points of inner polygons (triangles).

Figure 5 Variable gadget construction. The inner triangles create ε-sized choke points with the
outer polygon, highlighted in (a).

Variable gadget. For every variable v ∈ V , we construct a variable gadget G(v) as a circular
arrangement of eight overlapping T-shaped polygons, see Fig. 5a. The boundary of the union
of these polygons defines a boundary polygon in the middle of the variable gadget and the
unbounded outer polygon outside of it. Every such T-polygon has an isosceles triangle as
the arm (the horizontal stroke at the top) of the T and a spike protruding from the arm
and two consecutive polygons overlap at the end of their arms. We place a small triangular
inner polygon completely contained in each overlap area of two such T-polygons. A variable
gadget has exactly two minimum link fencings, which group the four pairs of consecutive
inner polygons, either starting at an even or an odd position (see Fig. 6a and 6b). Each
fence is actually a triangle and we spend 3/2 fence segments per inner variable polygon.

Wire gadget. A wire gadget G(v, c) is constructed for each occurrence of a variable v in
a clause c. Its outer polygon is the union of a chain of an even number 2γ of overlapping
triangles, as shown in Fig. 6d. An odd number of 2γ− 1 inner triangles are placed in the area
of the overlap between two consecutive outer triangles. The first triangle of G(v, c) overlaps
with a true spike of G(v) if v occurs as a positive literal in c and with a false spike of G(v)
otherwise (see Fig. 6c). We place one more inner triangle in this overlap area, yielding a
total of 2γ inner triangles for G(v, c).

As for the variable gadget we can show that enclosing pairs of consecutive inner polygons
of the wire gadget by triangular fences yields, locally, a minimum link fencing. If P v,c1 — the
inner polygon in the overlap with G(v) — is fenced together with the next inner polygon P v,c2
of G(v, c) then the fencing of G(v, c) transmits false. The total number of fence segments
is 3γ. Otherwise, if we fence P v,c2 together with P v,c3 , the fencing transmits true. In this
case, P v,c2γ is fenced alone for a total of again 3γ fence links. It remains to fence P v,c1 . If the
state of G(v) corresponds to the true state of our literal, we can enclose P v,c1 in a fence of
G(v) with two additional links, which will be charged to the clause c. If the state of G(v)
corresponds to the false state of our literal, then fencing P v,c1 requires at least 3 additional
links. Note that if the wire has state false, then there is no charge to c.

Clause gadget. For a clause c = {v1, v2, v3} the clause gadget G(c) is formed by an overlap
of the last triangles of the three wires G(v1, c), G(v2c), and G(v3, c), see Fig. 8. This overlap
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(a) G(v) in true state (b) G(v) in false state (c) Connection to G(v, c)

p1
p2

p3
p3k−1 p3k−2

p3k

p3k/2

p3k/2+1
p3k/2+2

p3k/2+3

p3k/2−2
p3k/2−1p4

p5

p6
p3k−4 p3k−5

p3k−3

(d) Wire gadget G(v, c) with inner polygons

Figure 6 The two optimal fences of G(v) induce the true (a) and false (b) configuration of G(v).
A connection between G(v) and G(v, c) is shown in (c).

(a) G(v) in true state (b) G(v) in false state

Figure 7 If G(v) is in the correct truth state (a) inclusion of the first inner polygon of G(v, c)
induces an additional cost of two links , otherwise (b) the additional cost would clearly be higher.
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(a) Clause gadget (b) Extra fence (c) Inclusion in wire fence

(d) Satisfied clause gadget (e) Two true wires (f) All wires true

Figure 8 The construction of a clause gadget G(c) (a) is such that three wires transmitting false
would force the inner polygon of G(c) to be either enclosed by its own fence (b), or sub-optimally
included in a fence of the wire gadget (c), both creating the need for additional links. If one wire
transmits true, no additional links are needed. If more than one wire transmits true (e-f), the same
number of links is required even if we include more than one last inner polygon in the fence of G(c).

area of the three triangles is filled with one inner polygon Pc, which forms the actual clause
gadget. If one of the wires transmits true, then its last inner polygon P ′ is fenced by an
individual fence and Pc can be included in the fence without additional cost, as they are
contained in a bounding triangle. However, recall that we had to charge two fence segments
to c in order to put this wire in its correct true state; otherwise the charge would even be
three segments. If none of the three wires is in state true, then we must again spend at least
three additional fence segments to enclose Pc, which we charge to such an unsatisfied clause
c. Notice that if a variable assignment satisfies more than one literal of c, a minimum-link
solution would still select only a single literal whose wire is put to the true state at a charge
of two fence segments. If the assignment satisfies none of the three literals, then the resulting
charge of c is at least three fence segments.

Correctness. It remains to show that φ is satisfiable if and only if the instance constructed
above admits a fencing with at most t = t(φ) links. The value t is obtained from fencing all
polygons in the variable and wire gadgets by triangular fences as desired and adding two
more links for each satisfied clause. By construction this number of links is achievable if
and only if each clause can be assigned one satisfying literal that is consistent with all other
occurrences of the variable, the correctness of the (polynomial) reduction follows.

3 An algorithm for two-colored CMLF

In this section we present an algorithm for solving CMLF. Computing a minimum-link fence
in this setting can be done by computing a fence for the convex hull of the contained polygons
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with the algorithm by Wang [10] which runs in time O(n logn) with n being the number of
corners of the contained polygons. Throughout this section an instance of CMLF is given as
(P, Q) where Q is the outer polygon and P is the set of polygons contained in Q.

I Lemma 3.1. Given an instance (P, Q) of CMLF, let F be a solution for (P, Q). There
exists a solution F ′ for the CMLF instance (CH(P), Q) with |F | = |F ′|.
Proof. As F is a minimum-link fencing of (P, Q), it suffices to consider the case that for
some minimum-link fencing F ′ of (CH(P), Q) we find |F ′| > |F |. We will construct a new
fence F ◦ from this instance. Let (p1, . . . , pz) be the intersection points between F and
CH(P) ordered as they appear in a clockwise traversal of the convex hull, and observe that
z is even. Let pi, pi+1 be pairs of intersection points between F and CH(P) such that the
straight-line segment si connecting pi and pi+1 lies on CH(P) and completely outside of F
(see Fig. 9). Consider the supporting line `i of si. If the fence lies completely in one of the
closed half-planes bounded by `i we add si to F ◦.

Assume this is not the case. As si is on CH(P) we get that `i does not intersect any
polygon in P. Moreover, as F consists of closed simple polygons we find two intersection
points p′i and p′i+1 that lie on `i, s.t., the parts of F appearing in a counterclockwise traversal
from pi to p′i, as well as the ones in a clockwise traversal from pi+1 to p′i+1 lie outside of
CH(P). We add the segment s′i between p′i and p′i+1 to F ◦. Doing this for every pair of
intersections we obtain a set of segments F ◦, where all segments are on the convex-hull of P .
Note that it is possible for these segments to intersect; if that is the case we only keep the
parts until their intersection point. Finally, the start and end-points of connected chains of
segments in F ◦ lie on segments of polygons in F . We can convert F ◦ into a fence of CH(P)
by connecting these endpoints along the polygons in F and that fence will be disjoint from
P (except possibly touching P in corner points).

It remains to argue that indeed |F ◦| ≤ |F |. We partition F ◦ into two categories, segments
that coincide with segments in F and segments that do not. Each of them is either a full
segment of F or originates from the intersection of at most two different s′i’s and a segment
of F . Furthermore, we add z/2 segments s′i that are not sub-segments of segments in F . For
each such s′i we find at least one segment of F for which we did not add any sub-segment to
F ◦. These are the segments of F on which pi and pi+1 lie or that are fully outside of F ◦. J

I Theorem 3.2. CMLF can be solved in time O(n logn) where n is the number of corners
of polygons in P.

pi
p′i

pi+1 p′i+1si

`i

pi+2

p′i+2

pi−1

p′i−1

Figure 9 Computing a new fence (orange) from the old fences (purple) and the convex hull (blue).



S. Bhore, F. Klute, M. Löffler, S. Nickel, M. Nöllenburg and A. Villedieu 55:9

References
1 Mikkel Abrahamsen, Anna Adamaszek, Karl Bringmann, Vincent Cohen-Addad, Mehran

Mehr, Eva Rotenberg, Alan Roytman, and Mikkel Thorup. Fast fencing. In Proceedings of
the 50th Annual ACM SIGACT Symposium on Theory of Computing (STOC 2018), pages
564–573, 2018. doi:10.1145/3188745.3188878.

2 Mikkel Abrahamsen, Panos Giannopoulos, Maarten Löffler, and Günter Rote. Geometric
multicut. In Proceedings of the 46th International Colloquium on Automata, Languages,
and Programming (ICALP 2019), volume 132 of LIPIcs, pages 9:1–9:15. Schloss Dagstuhl
- Leibniz-Zentrum für Informatik, 2019. doi:10.4230/LIPIcs.ICALP.2019.9.

3 Alok Aggarwal, Heather Booth, Joseph O’Rourke, Subhash Suri, and Chee K. Yap. Finding
minimal convex nested polygons. Information and Computation, 83(1):98 – 110, 1989.
doi:10.1016/0890-5401(89)90049-7.

4 Alok Aggarwal, Heather Booth, Joseph O’Rourke, Subhash Suri, and Chee-Keng Yap.
Finding minimal convex nested polygons. Information and Computation, 83(1):98–110,
1989. doi:10.1016/0890-5401(89)90049-7.

5 Gautam Das. Approximation schemes in computational geometry. PhD thesis, University
of Wisconsin, Madison, 1991.

6 Peter Eades and David Rappaport. The complexity of computing minimum separating
polygons. Pattern Recognition Letters, 14(9):715–718, 1993. doi:10.1016/0167-8655(93)
90140-9.

7 Subir Kumar Ghosh. Computing the visibility polygon from a convex set and related prob-
lems. Journal of Algorithms, 12(1):75–95, 1991. doi:10.1016/0196-6774(91)90024-S.

8 Klaus Jansen and Haiko Müller. The minimum broadcast time problem for several pro-
cessor networks. Theoretical Computer Science, 147(1-2):69–85, 1995. doi:10.1016/
0304-3975(94)00230-G.

9 Joseph SB Mitchell and Subhash Suri. Separation and approximation of polyhedral
objects. Computational Geometry: Theory and Applications, 5(2):95–114, 1995. doi:
10.1016/0925-7721(95)00006-U.

10 Cao AnWang. Finding minimal nested polygons. BIT Computer Science section, 31(2):230–
236, 1991. doi:10.1007/BF01931283.

EuroCG’21



Characterizing Universal Reconfigurability of
Modular Pivoting Robots∗

Hugo A. Akitaya1, Erik D. Demaine2, Andrei Gonczi3, Dylan H.
Hendrickson2, Adam Hesterberg4, Matias Korman5, Oliver
Korten6, Jayson Lynch7, Irene Parada8, and Vera Sacristán†9

1 University of Massachusetts Lowell, USA
hugo_akitaya@uml.edu

2 Massachusetts Institute of Technology, USA
{edemaine,dylanhen}@mit.edu

3 Tufts University, USA
andrei.gonczi@tufts.edu

4 Harvard University, USA
achesterberg@gmail.com

5 Siemens Electronic Design Automation, USA
matias_korman@mentor.com

6 Columbia University, USA
oliver.korten@columbia.edu

7 University of Waterloo, Canada
jayson.lynch@uwaterloo.ca

8 TU Eindhoven, The Netherlands
i.m.de.parada.munoz@tue.nl

9 Universitat Politècnica de Catalunya, Spain
vera.sacristan@upc.edu

Abstract
We give both efficient algorithms and hardness results for reconfiguring between two connected
configurations of modules in the hexagonal grid. The reconfiguration moves that we consider are
“pivots”, where a hexagonal module rotates around a vertex shared with another module. Following
prior work on modular robots, we define two natural sets of hexagon pivoting moves of increasing
power: restricted and monkey moves. When we allow both moves, we present the first universal
reconfiguration algorithm, which transforms between any two connected configurations using O(n3)
monkey moves. On the other hand, if we only allow restricted moves or modules have a square
shape, we prove that the reconfiguration problem becomes PSPACE-complete.

Related Version A full version of the paper is available on arXiv [2].

1 Introduction

Reconfiguration problems encompass a large family of problems in which we need to provide
a sequence of steps to transform one object into another. In this paper we consider the
problem of reconfiguring a collection of modules in a lattice using some prespecified moves.
In particular, we study the reconfiguration problem for edge-connected configurations of
pivoting hexagons and squares. We require that edge-connectivity is maintained at all times
(fulfilling the so-called single backbone condition [7]). The moves allowed are pivots: a

∗ This research started at the 34th Bellairs Winter Workshop on Computational Geometry in 2019. We
want to thank all participants for the fruitful discussions and a stimulating environment.

† Partially supported by MTM2015-63791-R (MINECO/FEDER) and Gen. Cat. DGR 2017SGR1640.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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module can rotate around vertices shared with other modules and at the end of a move the
pivoting module must lie in a lattice cell. The interior of two modules can never intersect.

An hexagon can perform only two types of pivoting moves, illustrated in Figure 1. In
a restricted move a module a adjacent to a module s pivots around a vertex v shared
by a and s and ends the pivoting move in the other cell that has v on the boundary.
The restricted model of pivoting only allows this move. In a monkey move a module
a adjacent to a module s starts pivoting around a vertex v shared by a and s as in the
restricted move, but halfway through the rotation another vertex w of a coincides with the
vertex of a module s′. Then a continues the move pivoting around w in the same direction
(clockwise or counterclockwise) as before until reaching a cell adjacent to s′. The monkey
model of pivoting includes both the restricted move and the monkey move. Informally, the
monkey move allows a module to keep pivoting in the same direction when a restricted move
is not possible. Corners may only pivot on corners of other modules.

a s
as
a

s

(a) Restricted move

a
s s sa a

s′ s′ s′

(b) Monkey move

Figure 1 Pivoting moves for hexagonal modules and the free cells required.

In the square grid two modules that share a vertex might not share an edge. Thus, for
square modules there is a greater variety of pivoting moves. The restricted, leapfrog, and
monkey moves are illustrated in Figure 2. The restricted model includes only restricted
moves, the leapfrog model includes both restricted and leapfrog moves, and the monkey
model includes all moves.

s s

a a a

as ss′ s′ s

a

(a) Restricted moves

s s

s′s′a a

(b) Leapfrog move

s′s′s′

s′ s′ s′ s s ss s s

a a a a a

a

(c) Monkey moves

Figure 2 Pivoting moves for square modules and the free cells required.

Related work and contribution.

One of the most natural questions for modular robots is whether universal reconfiguration
is possible. That is, is there an algorithm to transform any (connected) configuration of n
modules into another configuration with the same number of modules?

Efficient algorithms are known for universal reconfiguration of modular robots using
moves that have significantly lighter free-space requirements (fewer cells need to be empty
to perform a move) [3, 6, 7, 8]. Relaxing the connectivity requirement has also lead to
reconfigurability results [5].



H. A. Akitaya et al. 56:3

The setting of this paper (pivoting modular robots) has proven to be more challenging.
Instead, previous work has revolved around providing sufficient conditions for reconfigu-
ration. Nguyen, Guibas and Kim [11] showed that reconfiguration of hexagonal modules
using only restricted moves is always possible between configurations without the forbidden
pattern illustrated in Figure 3 (left). Similarly, for pivoting squares, Sung et al. [12] pre-
sented an algorithm for reconfiguring between configurations without the patterns shown
in Figure 3 (right). These algorithms fail to provide reconfiguration guarantees as soon as
the configuration contains a single copy of the forbidden pattern. In an attempt to remove
global requirements, a recent result [1] introduced a different type of necessary condition:
they provide an efficient algorithm for reconfiguring between any two configurations that
have 5 modules on the external boundary that can freely move (for pivoting squares in
the monkey model). Other algorithms to reconfigure pivoting squares and hexagons are
heuristics that do not provide termination guarantees [4, 10].

Figure 3 Forbidden patterns in previous algorithms for hexagonal and square pivoting modules

Despite many attempts, universal reconfiguration remains unsolved in the setting of
edge-connected pivoting modules. In our work we answer this question for all five pivoting
models for hexagons and squares. Specifically, we answer it positively for the hexagonal
monkey model by giving a universal reconfiguration algorithm in Section 2. For all other
models we show that it is PSPACE-hard to determine whether we can reconfigure from one
configuration of modules into another one. A summarizing table of our results is shown in
Table 1. Due to lack of space only a sketch of our algorithm is presented. Missing arguments
can be found in the full version of this paper [2].

Model Restricted Leapfrog Monkey

Hexagons PSPACE-hard N/A O(n3) universal

Squares PSPACE-hard PSPACE-hard PSPACE-hard
O(n2) if +5 modules [1]

Table 1 Summary of results. The leapfrog moves do not make sense for hexagonal modules.

2 Polynomial algorithm for the hexagonal monkey model

Our approach uses a canonical configuration defined as the configuration with n modules
whose contact graph is a path and each module is only adjacent to modules above and/or
below it. Since each move is reversible, an algorithm that takes a configuration and trans-
forms it into the canonical configuration within O(n3) moves can be used to compute O(n3)
moves between any pair of configurations. The main strategy is to increase the connectivity
of the contact graph1. Note that if the contact graph is 2-connected, every convex corner

1 Increasing connectivity of the contact graph of the configuration is a concept that has recently proven
useful in the different setting of reconfiguring sliding squares [9].
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of the configuration is movable. Then, there is a module that can move to become the new
topmost module by attaching itself to a previous topmost module. We then inductively
building the canonical configuration.

Definitions and Preliminaries. The contact graph G is the adjacency graph of the
modules in a configuration. Since connectivity is important for the problem, we use the
block tree B of the contact graph G. See [2] for a definition. A graph is 2-connected
if it contains no cut vertices. A block (also 2-connected component) of G is a maximal
subgraph of G that is 2-connected. The deletion of a cut vertex v of a connected graph
G splits it into two or more components. A subgraph induced by such a component union
with {v} is called a split component of v. Similarly, a 2-cut is a pair of vertices {v1, v2}
whose deletion increases the number of components of G. Its 2-split components are the
subgraphs induced by each of the components obtained by the deletion of {v1, v2} union
with {v1, v2}.

Let a 2-free module be a module that is not in a 2-cut. A crew c = (m1, . . . ,mk)
is a sequence of modules that induce a connected component of G such that m1 is 2-free,
and mi, i ∈ {2, . . . , k} is 2-free after the deletion of all mj , j ∈ {1, . . . , i − 1}. For given
2-connected subgraph ` of G, let ` be the induced subgraph of G given by V (G) \ V (`). A
bridge from ` is a crew that moved to create a path between ` and `. One of the goals of
the algorithm is to get a crew of size 3 in a group of grid positions called a flower that is
otherwise empty. That allows us to maneuver the modules in the crew to create a bridge
while not creating new blocks. Let a flower be a set of grid positions defined by a center
cell and the six adjacent positions. A flower is valid for a 2-connected configuration ` and
a disjoint crew c if it contains exactly the modules in c, and is adjacent to a module in `.

A row containing a position p is the set of all positions p+ (−
√

3
2 ,

1
2 )i for some integer i.

An extreme path is a path induced by modules that are in the convex hull. Due to the
geometry of the grid, extreme paths can only have six possible directions. A SW extreme
path of a configuration ` is an ascending or descending path in the lower hull of `.

Main algorithm. Here we give the general descriptions of our algorithm and the procedures
it uses. The full description and analysis can be found in the full version [2]. We split the
contact graph into two parts: the canonical path P which is a canonical configuration, and
the remainder of the graph G. We initialize G to be the entire contact graph and P to be
empty. Let B be the block tree of G rooted at the block containing the topmost rightmost
module. We divide our algorithm into three phases.
Phase 1: Removing trivial leaves. This phase reconfigures a connected configuration
into one without vertices of degree 1 (which are trivial leaves) in G. There are configura-
tions in which it is not enough to just pivot the degree-1 modules, i.e., this task requires
coordination with other modules. See Figure 4. From now, assume that every leaf of B
contains at least 3 modules and no further procedure will change that.

I Lemma 2.1. A connected configuration of n > 2 hexagons can be transformed in O(n2)
moves into a configuration without trivial leaves in the contact graph without breaking con-
nectivity.

Phase 2: Merging leaves. The goal of this phase is to take a connected configuration
with no degree 1 vertices, and transform it into a 2-connected configuration in O(n3) moves.
The main technical tool of this phase is the procedure Merge which allows us to reduce the
number of 2-connected components by merging them. Its input is a child (2-)split component
of a cut vertex v (adjacent 2-cut {v1, v2}). We first apply the necessary rotations so that v



H. A. Akitaya et al. 56:5

m

Figure 4 Configuration with one trivial leaf (m) that cannot be removed by pivoting it.

({v1, v2}) is farthest from the row ρ0 containing the extreme SW path of `. We then assume
that ρ0 does not include v ({v1, v2}) and neither does the row above it except for the base
case when |V (`)| = 3 and ` is a split component, or when |V (`)| = 5 and ` is a 2-split
component. The output is a set of modules that, after O(|V (`)|2) moves, bridges from `.

We first identify a module m called the ascending module, defined as the topmost
module in ρ0. Note that m is movable. The overall strategy is to try to move m to its
highest possible position in ρ0 before it leaves `. If m is 2-free, this can be done without
affecting 2-connectivity; else, we make it 2-free using sub-procedures that either reduce the
area enclosed by `, or apply induction on a child 2-split component. We then make a bridge
using m while it ascends in ρ0 if it gets blocks by a vertex m∗ /∈ `, or accumulate 2-free
modules at the top of the configuration where a valid flower will form. Then, a sub-procedure
moves the valid flower around ` until it hits ` where we create a bridge with the crew.

I Lemma 2.2. If ` 6= G is a leaf block of B, Merge(`) performs O(|V (`)|2) moves merging
` and a subset of nodes of B into a single block while not creating any other new blocks.

I Corollary 2.3. G can be made 2-connected in O(n3) moves.

Phase 3: Building the canonical path P . Once the configuration is 2-connected, we
can start moving modules onto the end of our path P at a cost of O(n2) moves per module.
We use a slightly modified version of Merge to produce a crew that can move to P without
breaking the 2-connectivity of G.

I Lemma 2.4. If G is 2-connected, in O(n2) moves we can produce a 2-free module on an
extreme path of G while maintaining the 2-connectivity of G.

Our main theorem is a direct consequence of Lemma 2.1, Corollary 2.3 and Lemma 2.4.

I Theorem 2.5. Any connected configuration of n hexagonal modular robots can be recon-
figured to any other with O(n3) pivoting moves in the monkey model, while maintaining
connectivity.

3 Conclusions

Although this paper settles the question of whether universal reconfiguration is possible for
all models, it also spans several interesting problems. First, for hexagonal modules under
the monkey model (where universal reconfiguration is possible), there is a gap between the
upper bound of our algorithm (Theorem 2.5) and the naive Ω(n2) lower bound (number of
moves needed to transform a horizontal strip into a compact hexagon). Even if the gap is
closed (possibly with a completely different algorithm), then the interest would be to design
a distributed algorithm and/or to consider a strategy that does many moves in parallel.
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For the other models universal reconfiguration is not possible, but it would be nice to
find a local property that would allow reconfiguration between many configurations. For
example, if we allow monkey moves with square modules, reconfiguration is possible as long
as both configurations have five modules on the outer shell that can move [1]. We wonder
if the concept of musketeers or crew can be extended to other models. We remark that for
the hexagonal monkey model this technique cannot be directly applied. Indeed, a key step
of that approach was that whenever there is no module that can freely pivot on the external
boundary, we bridge such that a well-defined module m (extremal for a potential function
defined on the coordinates of the modules) can pivot along the external boundary without
disconnecting the configuration. Moreover, as many modules as helpers used for bridging can
be liberated locally around m. However, this is not always possible for hexagonal modules,
as shown in Figure 5: Three helper modules are necessary for bridging, but only two can be
liberated locally around m.

a3

a2a1

m

Figure 5 The strategy in [1] cannot be directly translated to pivoting hexagons in the monkey
model.
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Abstract
Spiral Galaxies is a pencil-and-paper puzzle played on a grid of unit squares with a given set of
points, referred to as centers. The grid needs to be partitioned into polyominoes such that each
polyomino contains exactly one center and is 180◦ rotationally symmetric about its center. We
show that the puzzle is NP-complete even if the polyominoes are restricted to be (a) rectangles of
arbitrary size or (b) 1×1, 1×3, and 3×1 rectangles. The proof for the latter variant also implies
that finding a non-crossing matching in modified grid graphs where edges connect vertices of
distance 2 is NP-complete. Moreover, we prove that minimizing the number of centers, such that
there exist a set of Spiral Galaxies that exactly cover a given shape, is NP-complete.

1 Introduction

(a) (b) (c)

Figure 1 Spiral Galaxies puzzles in several styles; solutions in the bottom row. (a) Classic Spiral
Galaxies puzzle. (b) Rectangular Galaxies puzzle. (c) Spiral Galaxies puzzle with black and white
centers such that the polyominoes containing the black centers in the solution yield a picture.

Spiral Galaxies is a pencil-and-paper puzzle published by Nikoli in 2001 [5] under the
name “Tentai Show” [6]. It is played on a grid of unit squares with given centers: points

∗ This research was performed in part at the 30th and the 33rd Bellairs Winter Workshop on Computational
Geometry. We thank all other participants for a fruitful atmosphere.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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that are located at grid vertices, square centers or edge midpoints. The goal is to decompose
the grid into polyominoes, such that each polyomino contains exactly one center and is 180◦

rotationally symmetric about its center; see Figure 1 (a). The solution for a Spiral Galaxies
puzzle may not be unique, but generally puzzles are designed to have a unique solution.

Friedman [4] showed Spiral Galaxies to be NP-complete for general polyomino shapes, and
Fertin et al. [3] showed NP-hardness for Spiral Galaxies of size at most seven. In this paper
we consider Rectangular Galaxies; a variant of Spiral Galaxies in which all polyominoes are
required to be rectangles; see Figure 1 (b). We consider the general case and a special case in
which we allow only 1×1, 1×3, and 3×1 rectangles. We show that both puzzle variants are
(still) NP-complete. The proof for the latter puzzle also implies that finding a non-crossing
matching in squared grid graphs (that is, modified grid graphs where edges connect vertices
at distance 2) is NP-complete.

In another variant of the puzzle, a subset of the centers is colored black, and the
polyominoes that contain these centers yield a picture as a solution [6]; see Figure 1 (c).
Logic puzzles which yield pictures when solved are a popular genre; one famous example
is the nonogram [7]. Such puzzles can also be used to construct fonts [1]. Constructing an
interesting puzzle such that its solution is a given target shape is non-trivial: while a valid
puzzle trivially exists, by simply placing a center in every grid cell, the resulting puzzle is
clearly not interesting. We are, hence, also interested in finding the minimum number of
centers, such that there exist spiral galaxies that exactly cover a given shape. We also prove
this problem to be NP-complete.

1.1 Notation and Preliminaries
The game is played on an m×n grid. Centers are placed on the grid (on square centers, edge
midpoints, or grid vertices), either all of them have the same color, or a subset of the centers
may be colored black. To solve each puzzle, the solver is required to partition the board
with polyominoes, such that each polyomino contains a single center and is 180◦ rotationally
symmetric about its center. The grid and the centers form a Spiral Galaxies board B.

For our reductions, we use the PLANAR 1-IN-3-SAT PROBLEM, a well known NP-
complete and #P -complete problem [2].

2 Rectangular Galaxies

In this section, we show that the problem of solving Sprial Galaxies boards is NP-complete
when all galaxies are restricted to be rectangles.

I Theorem 1. Determining if a Spiral Galaxies board is solvable with only rectangular
galaxies is NP-complete.

Proof. We give a reduction from PLANAR 1-IN-3-SAT. Given an instance F of PLANAR
1-IN-3-SAT with incidence graph G, we show how to turn a rectilinear planar embedding of
G into a Spiral Galaxies board B such that a solution to B yields a solution to F .

We begin by constructing a representation of variables, we then show how to propagate
and bend the variable values using ‘wires’/‘corridors’ and combine the wires to form clauses.

The grid regions not incorporated into our gadgets will not affect the gadget solutions, as
for any open region we use a face gadget, shown in Figure 2, to force the region to contain
single square galaxies, which disallow any other Spiral Galaxies to occupy these grid squares.
Therefore, there can be no interference between our gadgets and the grid regions surrounding
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(a) (b)

Figure 2 Face gadget to fill in the space inbetween all other gadgets.

(a)

(b)

(c)

Figure 3 (a) Variable loop with two possible states (b) and (c) corresponding to a truth assignment
of “true” and “false” of the corresponding variable.

them. Note that our face gadget forces us to not use open regions of width 1, as these would
not enforce single square galaxies.

We construct variable loops as shown in Figure 3. They are constructed with centers
located at edge centers within distance of 3 of each other, the loop is closed by additional
centers at edge center points. Each variable loop has two possible solutions, corresponding to
setting the variable as "true" or "false", and the rectangle placement is completely determined
by the variable assignment.

From each variable loop, we can propagate the variable value, creating a corridor gadget,
shown in Figure 4. The corridor gadgets are shown in blue and have a center distance of 5
on edge centers. Again, only two truth assignments are possible, each correspond to setting
the variable to “true” (Figure 4(b)) or “false” (Figure 4(c)). If the corridor does not pick up
the correct signal from the variable loop, the variable loop cannot be solved with rectangular

EuroCG’21
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(a) (b)

(c) (d)

Figure 4 (a) Variable loops (black centers) and connecting variable corridors (blue centers).
(b)/(c) Two possible truth assignments of the connecting corridor depending on the truth assignment
in the variable loop. (d) If the corridor does not pick up the correct signal from the variable loop
the variable loop cannot be completed.

(a) (b) (c)

Figure 5 (a) Variable corridors with bend, (b)/(c) two possible covers with rectangular galaxies.

Spiral Galaxies, see, e.g., Figure 4(d). We show the corridor bend gadget in Figure 5.
Moreover, we use a corridor shift gadget, shown in Figure 6, which allows us to shift the
location of the corridor by any number larger than 3. These are used to connect to the clause
gadgets in the appropriate places.

To combine the corridor gadgets into clauses, we use the clause gadget shown in Figure 7.
At least one of the three variables’ truth assignments is forced to be true (see Figure 7(b)-(d)),
more than one cannot be set to true (see Figure 7(e)-(h)), hence, it forces exactly 1 true
assignment, giving a solution to the instance F .

A solution to an m× n Spiral Galaxies board can be verified in polynomial time. J

3

(a)

3

(b)

3

(c)

Figure 6 (a) Variable corridors can be shifted by any number larger than 3 (here shown for a
shift of 3 as indicated in green). (b) and (c) depict the different variable assignments.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 7 (a) Clause gadget shown in black and the connecting variable corridors shown in
blue. (b)-(d) The clause gadget can be filled in with rectangle galaxies iff exactly one of the three
connecting variables has a truth assignment that fulfills the clause. The clause cannot be completed
if all variables do not fulfill the clause (e), or if more than one variable fulfills the clause (f)-(h).

3 Spiral Galaxies with 1×1, 1×3, and 3×1 Rectangles

In this section, we show that the problem of solving Spiral Galaxies boards is NP-complete,
even when only 1× 1, 1× 3 and 3× 1 galaxies are allowed, and that the problem of counting
the number of solutions to a Spiral Galaxies board with these galaxy types is #P -complete
and ASP-complete, see [8] Chapter 28 and [9, 10] for definitions of #P -completeness and ASP-
completeness, respectively. For our reductions, we—again—use the PLANAR 1-IN-3-SAT
PROBLEM.

I Theorem 2. Determining if a Spiral Galaxies board is solvable with only 1× 1, 1× 3 and
3 × 1 galaxies is NP-complete and counting the number of solutions is #P-complete and
ASP-complete.

Proof. The proof is by reduction from PLANAR 1-IN-3-SAT. Given an instance F of planar
1-in-3-SAT with incidence graph G, we show how to turn a rectilinear planar embedding of
G into a Spiral Galaxies board B such that a solution to B yields a solution to F , thereby
showing NP-completeness. Furthermore, there will be a one-to-one correspondence between
solutions of B and solutions of F , showing #P-completeness and ASP-completeness.
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Figure 8 We place centers (black circles) on the middle point of potential edges (light gray)
between any pair of black disks. In the remainder of this Section, we show only the black disks, but
not the centers.

(a) (b) (c)

Figure 9 (a) Variable loop with two possible states (b) and (c) corresponding to a truth assignment
of “true” and “false” of the corresponding variable.

In this proof, disks in the figures will not show centers for Spiral Galaxies. Disks with
distance 2 can be connected by an edge, centers will be located at the middle of each potential
edge, see Figure 8. Hence, any 1× 3 or 3× 1 galaxy will cover both disks, denoted by an
edge between these two disks; any 1× 1 galaxy will not extend over the disks, and is shown
by a non-existing edge between the disks.

We start with constructing variable gadgets that represent variables and their negations,
we show how we can negate the truth assignment of a variable, and construct clause gadgets
in which we combine the variable loops. Throughout the discussion, the constructed gadgets
have a single solution for any given variable assignment, which will make this reduction
parsimonious.

The board region not incorporated into our gadgets will be filled with centers at square
centers which will force the region to be filled with unit square galaxies, and will disallow
any other type of galaxies. Thus, there is no interference between our gadgets and the board
area surrouding them. Again, the face gadget forces us to not use open regions of width 1,
as these would not enforce single square galaxies.

The variable loop, shown in Figure 11, has two possible solutions (shown in Figure 11(b)
and (c)), each corresponding to one truth assignment for the variable (“true” and “false”).
We extend the size of the variable loop to connect to other gadgets—to build corridors.

Negating a variable corresponds to inserting a negation gadget into the corridor, and
to continue with another variable corridor as in Figure 10.

We combine the variable corridors into a clause gadget, see Figure 11: the variable

(a) (b)

Figure 10 Negation gadget in blue, with two black variable loops. The incoming loop on the left,
has a different truth assignment than the outgoing loop on the right, two cases shown in (a)/(b).
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loops are shown in black, and the clause gadget in gray. There are three possible states of
the clause gadget, depicted in red, turquoise, and violet (see Figure 11(b)). Each state forces
exactly one of the variables’ truth assignments to fulfill the clause assignment (all cases are
shown in Figure 11(c)-(e)), giving a solution to the instance F .

A solution to an m× n Spiral Galaxies board can be verified in polynomial time. J

4 Non-Crossing Matching in Squared Grid Graphs

We define a squared grid graph as a modified grid graph where edges connect vertices at
distance 2. From the proof of Theorem 3.1—interpreting the disks as graph vertices—we
obtain a corollary:

I Corollary 3. Non-crossing matching in squared grid graphs is NP-complete.

5 Minimizing Centers in Spiral Galaxies for a Given Shape

In this section, we are given a (black) shape S on a Spiral Galaxies board, and we aim to
find the minimum number of centers, such that there exist spiral galaxies with these centers
that exactly covers the given shape S. We show that this problem is NP-complete by a
reduction—one more time—from PLANAR 1-IN-3-SAT.

I Theorem 4. Minimizing the number of centers on a Spiral Galaxies board, such that Spiral
Galaxies with these centers exactly cover a given shape S is NP-complete.

Proof. First, we introduce local center gadgets: thin constructions with unique shapes, which
ensure that there must be at least one center in each of them; see Figure 12. The idea will
now be to construct a shape which can be covered with exactly this set of centers if and only
if the 1-in-3-sat instance is satisfiable.

To this end, we create block gadgets: 5 × 5 rooms which are connected to local center
gadgets on two or three sides. We distinquish straight blocks, corner blocks, and clause blocks;
see Figure 13. Next, we define the fix gadget: an alternating sequence of four local center
gadgets and three block gadgets making a U-turn as in Figure 14.

We claim that in any chain of blocks that contains a fix gadget, each block must completely
belong to a single galaxy. Indeed, suppose we have a fix gadget consisting of blocks A, B, and
C, where A and C are corner blocks but B is a straight block, and suppose A is split among
multiple galaxies, say a red one at the top and a blue one at the right (refer to Figure 14
(b)). Then the bottom center pixel of B must also be red, and hence the top center pixel of
C must be red by summetry. But then C must be completely red; contradiction.

A variable chain consists of alternating local center gadgets and block gadgets starting
and ending at end gadgets; see Figure 16 for a variable chain and Figure 15 for an end gadget.
Each variable chain must include a fix gadget.

A clause is simply a single clause block where three variable chains meet: it can be solved
without using an additional center if and only if precisely one of the three chains needs to
use the block. The only missing ingredient now is a split gadget, which ensures we can make
multiple variable chains with the same state. We let several variable chains end in a common
area, which, similar to the end gadget, can be solved with one center only if all blocks are
present, or if all blocks are absent; see Figure 17. Note that the distance between adjacent
block gadgets may be adjusted as needed; this also allows us to negate variables. J
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(a)

(b)

(c)

(d)

(e)

Figure 11 (a) Clause gadget, in gray, with the three incoming variable loops, in black. (b) shows
the three possible states of the clause gadget, and (c)-(e) give each one assignment in the clause
gadget, with the corresponding assignments of the variable loops, the (only) variable with a truth
assignments that fulfills the clause is shown in the same color as the clause edges.
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(a) (b) (c) (d)

Figure 12 The local center gadget must have at least one center. (a-d) Different shapes ensure
we cannot include them in larger galaxies.

(a) (b) (c) (d)

Figure 13 (a) The block gadget. (b) A straight block. (c) A corner block. (d) A clause block.

6 Some Spiral Galaxies Puzzles

The Spiral Galaxies board from Figure 18 solves for the black letters A, B, H, R, S, Z (and
for disconnected galaxies also for the letter E). See Figures 19 and 20 for solutions.
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Figure 14 (a) The fix gadget. (b) If the left block is split among multiple galaxies: contradiction.
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(a) (b) (c)

Figure 15 An end gadget has one center, whether or not a block is used by the galaxy next to it.

(b)

(c)

(a)

Figure 16 A variable chain and its two possible truth assignments.
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(a) (b) (c)

Figure 17 The split gadget is essentially three end gadgets, but can only be solved with a single
center if either all three blocks are used or all three are not used.

Figure 18 Puzzle that can be solved for letters A, B, H, P, R, S, Z (E for disconnected galaxies).
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(a)

(b)

(c)

(d)

Figure 19 Puzzle solutions for letters A, B, E, H.
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(a)

(b)

(c)

Figure 20 Puzzle solutions for letters R, S, Z.
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Abstract
Let S ⊂ R2 be a set of n sites where s ∈ S has an associated radius rs defining a disk Ds. Then the
disk graph D(S) has a vertex for every site and two sites s, t are connected by an undirected edge if
and only if Ds ∩Dt 6= ∅. We present a data structure which serves a sequence of n deletions and k
connectivity queries in time O(npolylogn+ k(logn/ log logn)).

1 Introduction

The question if two vertices in a given graph are connected is crucial for many graph
algorithms. The graph might be stored in a specialized data structure if multiple queries
are given. If the graph is static, using BFS and labeling the vertices gives an optimal data
structure. However if edge insertions or deletions are allowed things get more complicated.
If both insertions and deletions are allowed, the data structure of Holm et al. [4] which can
handle edge updates in time O(n log2 n) and queries in amortized time O( logn

log logn ) is the best
currently known data structure for general graphs.

We consider the problem of constructing a deletion-only dynamic connectivity data
structure for disk graphs. Given a set S ⊆ R2 of n sites with associated radii rs, the disk
graph is the intersection graph of the disks Ds induced by the sites and their radii. While
the description of D(S) has size O(n), it might have Θ(n2) edges. So when starting with
some disk graph and subsequently deleting sites, over time up to Θ(n2) edges are deleted.
We describe a data structure whose overall running time for the sequence of n site deletion
is o(n2). For unit disk graphs, such a data structure is already known [6].

On a high level, our approach works as follows. We define a sparse proxy graph H = (V,E)
with S ⊆ V which perfectly represents the connectivity in D(S). We then store H in the
data structure of Holm et al. and describe how to update H on the deletion of a site.

2 Preliminaries

Our data structures relies on combining various data structures and techniques. We briefly
recall their definition and relevant properties here.
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Without loss of generality we scale and translate S such that the minimum distance
between two sites is 1 + ε and that the point set fits into a square with diameter 2dlog diam(S)e.
Furthermore we set all radii to min{rs,diam(S)}. The quadtree on S is now defined in the
usual fashion as a tree of degree at most 4 with the square with diameter 2dlog diam(S)e being
the root. We will not explicitly distinguish between the cells and the vertices of the quadtree.
Each cell of diameter 2i which contains at least two sites is subdivided into up to four
non-empty cells of diameter 2i−1. By the assumptions on our point set, no cell of diameter 1
is subdivided further. As the height of the quadtree defined this way is O(log diam(S)), and
thus does not depend on n, we consider the compressed quadtree. Let σ1, . . . , σk be maximal
path of vertices with degree one in the quadtree. In the compressed quadtree Q this path
is replaced by the edge σ1σk. It is well known that such a compressed quadtree has O(n)
vertices, height O(n) and can be constructed in O(n logn) time [1, 3]. Given a cell σ ∈ Q we
denote by |σ| its diameter.

We will use a heavy path decomposition on Q. Slightly adapting the terminology of
Sleator and Tarjan [7], we call an edge uv of a tree heavy, if v is the first child of u that
maximized the total number of nodes in the subtree rooted at v and light otherwise. A heavy
path is a maximal path which consists of heavy edges. The set of all heavy paths is called
the heavy path decomposition.

I Lemma 2.1 (Sleator and Tarjan [7]). Let T be a tree with n vertices. Then, the following
properties hold: 1. Every leaf-root path in T contains O(logn) light edges; 2. every vertex of
T lies on exactly one heavy path; and 3. the heavy path decomposition of T can be constructed
in O(n) time.

Let X be a linearly ordered set. We aim to find a set X of subsets of X, such that
|X | = O(|X|) and every contiguous subsequence can be partitioned into O(log |X|) subsets
from X . Using a standard approach [2, 8] this can be achieved by building a perfect binary
search tree with the elements of X in the leaves. The interval can now be represented by
O(logn) subtrees along the search paths for its boundaries. Finally we will use the following
data structure:

I Lemma 2.2 (Reveal data structure (RDS), Kaplan et al. [5]). Let R and B be site sets with
|R|+ |B| = n. There is a data structure which after preprocessing allows to delete sites from
R and B. After deleting a site from R it reports all disks from B now disconnected from⋃
s∈RDs. Preprocessing, deleting m sites from R and an arbitrary number of sites from B

takes O((n log5 n+m log9 n)λ6(logn)) expected time and O(n log3 n) expected space, where
λs(n) is the maximum length of a Davenport-Schinzel sequence.

3 The Proxy Graph

In order to describe H we first augment the compressed quadtree Q on S by adding additional
cells. Given a site t ∈ S, let σ be the cell with t ∈ σ and |σ| ≤ rt ≤ 2|σ|. Let N(t) be the
13 × 13 neighborhood of σ. Observe that all sites s with rs ≤ rt which can form an edge
with rt lie in a disk of radius at most 2rt ≤ 4|σ|. All cells intersecting or containing that
disk are part of N(t), see Figure 1. We augment Q by adding the neighborhood N(t) of all
sites and call the resulting tree Q′.

Considering the heavy path decomposition R of Q′, we further decompose each heavy
path R ∈ R into canonical paths using the technique from section 2. The set P of all
canonical paths received this way has the following properties, which follow from those of R
and P. See Figure 2 for an illustration of the lemma.
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σ

Figure 1 The disks with center in σ and radius 4|σ| are contained in N13×13(σ).

I Lemma 3.1. Let σ be a cell of Q′ and let π be the path in Q′ from σ to the root. There
exists a set Pπ of canonical paths such that the following holds: 1. |Pπ| = O(log2 n), 2. π is
the disjoint union of the canonical paths in Pπ

Q′

R3

R2

R1

R4

R5

R1

σ1

σ2

σ3

σ4

σ5

σ1 σ2 σ3

σ5

R2

R3

R5

Pπ

σ4

R4

Figure 2 Illustration of Lemma 3.1. Left we see the decomposition of π into O(logn) heavy
paths R1, . . . Rk. On the right the vertices defining Pπ are depicted in green.

Given a constant d ∈ N, let Cd be a set of d cones with common apex in the origin, each
with opening angle 2π

d , covering the plane. Let P ∈ P be a canonical path with smallest cell
σ and largest cell τ . Then we denote the copy of the cones shifted to the center a(σ) of σ by
Cd(P ). For constants d1 and d2 to be fixed later, now define d1 + d2 + 1 regions for P . These
regions are partitioned into outer regions, middle regions and the inner region. The outer
regions are obtained by considering Cd1(P ) and taking the intersection of each cone with
the annulus with center a(σ), outer radius 5

2 |σ| + 2|τ | and inner radius 5
2 |σ|. The middle

regions are defined in a similar way, by taking the intersection of the cones in Cd2(P ) with
the annulus with center a(σ), outer radius 5

2 |σ| and inner radius |σ|. Finally the inner region
is defined as the disk with center a(σ) and radius |σ|, see Figure 3 for an illustration. We
call the set of the regions defined this way for all canonical paths A.
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σ

outer regions inner region

middle regions

|σ|

5
2 |σ|

5
2 |σ|+ 2|τ |

Figure 3 The regions defined by the smallest cell σ of a path

Based on these regions we define a sparse proxy graph H, which will be used to represent
the connectivity in D(S). The graph H has the vertex set V = S ∪ A. We will not strictly
distinguish between the vertices of H and their associated sites and regions. With each
region A we assign two sets S1(A) ⊆ S and S2(A) ⊆ S. The set S1(A) will contain all sites
contained in A whose are comparable to the size of the cells in the canonical path associated
with A. The choice of the inner and outer radii in the definition of the regions together with
our definition of comparable ensure that the disk graph induced by S1(A) is a clique. The
set S2(A) contains sites with small radius which are contained in the smallest cell of the
canonical path associated with A. These sites are chosen is such a way, that all edges in
D(S) between a site s ∈ S2(A) and S1(A) are represented with a single edge in H. As the
sites in S1(A) form a clique this will not add a connection between sites in H which is not
present in D(S). Note that a site s will be contained in multiple sets S1(A) and S2(A) as it
can lie in multiple regions and cells. Below we will give the details on the definition of S1(A)
and S2(A). In Lemma 3.2 we show that the sites in S1(A) indeed form a clique. Then, in
Lemma 3.3 we show that H accurately represents the connectivity of D(S) and finally, as
part of Lemma 4.1, we show that H is indeed sparse.

Now we give the details. The edge set of H is divided into two sets E1 and E2. The
set E1 is defined based on the sites in S1(A), whereas the set E2 is defined based on S1(A).
Let A be a region, where σ and τ are the smallest and largest cells respectively in the
corresponding canonical path. If A is an outer region, let S1(A) be the set of all sites t ∈ A
with |σ| ≤ rt ≤ 2|τ | and ‖a(σ)t‖ ≤ rt + 5

2 |σ|. On the other hand, if A is a middle or inner
region, S1(A) consists of all sites t ∈ A with |σ| ≤ rt ≤ 2|τ |. The edge set E1 now consists of
edges between A and all sites in S1(A).

Additionally we define a set S2(A) for the region. If A is an inner region, the set S2(A)
consists of all sites s in σ with rs < |σ| which intersect at least one site in S1(A). In the
other case, the set S2(A) contains all sites s in σ with rs ≤ 2|σ|, which are again intersecting
at least one site in S1(A). The set E2 now consists of edges between A and the sites in S2(A).
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t

α1

α2

t′
Zt

Figure 4 The part of the line segment a(σ)t′ in t′ intersects the boundary of Zt.

In order to show that this graph accurately represents the connectivity of the underlying
disk graph D(S) we first show that all sites within the same set S1(A) form a clique.

I Lemma 3.2. Suppose that d1 ≥ 18 and d2 ≥ 8. Then, for any region A ∈ A, the associated
sites in S1(A) form a clique in D(S).

Proof (Sketch). As before, let σ be the smallest cell on the canonical path associates with
A. If A is an inner or a middle regions this follows from considering the diameter of the
regions. In both cases the diameter is at most 2|σ|. As the sites in S1(A) have radius at least
|σ|, the claim follows.

The case where A is an outer region is a bit more complicated. For each site t ∈ S1(A)
we consider the two line segments going through t which are perpendicular to the lines
defining the cone of A, and call the convex hull of these line segments Zt, see Figure 4. Basic
trigonometry shows that Zt ⊆ Dt. Let t′ ∈ S1(A) be a site with larger distance to a(σ) than
t. It can be argued that t′ ∈ S1(A) either lies in Zt or the part of the line segment a(σ)t′
which lies in D′t intersects Zt. In both cases it follows that the edge {t, t′} exists in D(S). J

Using Lemma 3.2 we can now show that H represents the connectivity in D(S).

I Lemma 3.3. Two sites s, t ∈ S are connected in H if and only if they are connected in
D(S).

Proof. First, we show that if s and t are connected in H they are also connected in D(S).
The graph H is bipartite, thus it suffices to show that if two sites u, u′ are connected to the
same region A ∈ A, they are also connected in D(S). This follows directly from Lemma 3.2:
if u and u′ are both in S1(A) they are part of the same clique and thus adjacent. If on the
other hand u ∈ S2(A) or u′ ∈ S2(A), the definition of S2(A) implies that S1(A), and the
corresponding clique, is not empty. Thus there is a path from u through S1(A) to u′.

Now we consider two sites connected in D(S) and show that they are also connected in
H. If suffices to show that if s and t are connected by an edge in D(S), they are connected
to the same region A ∈ A. Assume without loss of generality that rs ≤ rt. Refer to Figure 5
for a depiction of the following argument. By the observation made above, there is a cell
ρ in N(t) which contains s. Consider the path π in Q′ from the root to the smallest cell γ
such that s ∈ γ and rs ≤ 2|γ|. Then ρ lies on this path π. Let Pπ be the decomposition of π
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π

ρ
Q′

γ

P

σ

τ

Figure 5 The cell γ is the smallest cell such that rs ≤ 2|γ|. The canonical path P contains ρ.

into canonical paths as defined in Lemma 3.1 and let P be the path containing ρ. Again let
σ and τ be the smallest and largest cell on P respectively. By the definition of P we have
γ ⊆ σ ⊆ ρ ⊆ τ . As {s, t} is an edge in D(S), we have ‖st‖ ≤ rs + rt ≤ 2|σ|+ 2|τ | and thus
‖a(σ)t‖ ≤ 5

2 |σ|+ 2|τ |. This implies that t lies in a region A defined by P . If A is an inner
region and |σ| ≤ rs ≤ 2|σ| then s is also part of S1(A) by definition, in the other case s is
contained in S2(A). In both cases it follows that s and t are both connected to A. J

4 The Data Structure

The main idea of the data structure is to store H in a Holm et al. data structure H and use
H to answer queries. The main challenge is to maintain H and H under deletion of sites, as
well as efficiently preprocess the sites. The role of the components is shown in Figure 6.

I Lemma 4.1. The graph H has O(n) vertices, and O(n log2 n) edges. The graph and a
Holm et al. data structure H containing it can be constructed in O(n log4 n) time. Within the
same time bound we can construct the extended quadtree Q′, the heavy path decomposition R
and the binary search trees on the heavy paths.

Proof (Sketch). The augmented compressed quadtree has O(n) vertices. By adding appro-
priate virtual sites to the centers of suitable cells, it can be constructed in O(n logn) time.
Constructing the heavy path decomposition on this tree takes time O(n) by Lemma 2.1. The
binary search trees defining the canonical paths also have a total O(n) vertices and can be
constructed in O(n log2 n) overall time. As we define O(1) regions for each canonical path,
the bound on the number of vertices follows.

The number of edges follows from the total size of the sets S1(A) and S2(A). For the
total size of the sets S1(A) consider a site t and its neighborhood N(t). Each cell in N(t) is
contained in O(logn) canonical paths. In order to satisfy both the distance and the radius
constraint for the set S1(A) of a region, its associated path has to contain a cell of N(t) and
thus t is contained in O(logn) sets S1(A).

A site s is contained in the sets S2(A) along the canonical paths which decompose the
path π from the root to the smallest cell γ in Q′ with s ∈ γ and rs ≤ 2|γ|, again refer to
Figure 5. By Lemma 3.1 there are O(log2 n) such regions. Summing up over all sets S1(A)
and S2(A) this results in O(n log2 n) overall edges.

The sets S1(A) can be found by following the argument about the size and explicitly
checking the conditions for each canonical path containing a given cell of N(t). In order to
find the sets S2(A) we first have to construct an additively weighted voronoi diagram on each
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H (Holm et al.)

Auxillary graph H

stored in

BSTs for P

RDS for A

Query Preprocessing

Deletion from S1(A)

Query: O(log n/ log log n)

Update: O(log2 n)

(both amortized)

O(npolylogn)

overall

O(log2 n) BST nodes per vertex
defines

vertices
for

Updated on deletion

O(n log3 n) build time

|V |=O(n), |E| = O(n log2 n)

augmented compressed
quadtree Q′

O(n) cells
O(log n) preprocessing

via heavy path
decomp.

Construction: O(n log4 n)

Figure 6 Components of the data structure and their connections

set S1(A). Assigning each site t ∈ S1(A) the weight −rt, allows us to determine in O(logn)
time if a site s intersects some site in S1(A). Performing this query for all regions along
the path defined in the size argument yields all sets S2(A). Combining the steps for finding
S1(A) and S2(A) finds all edges in O(n log3 n) time. Inserting the edges one by one to the
Holm et al. data structure H dominates the time, leading to O(n log4 n) overall time. J

We simply perform connectivity queries on H. To handle deletions, we build one reveal
data structure (RDS) for each region A ∈ A. We set R′ = S1(A) and B′ = S2(A) for
each RDS. Let n′ be the total number of sites stored in one of the data structures, then
preprocessing, deleting some sites from B′, deleting m′ sites from R′ and retrieving the
revealed sites takes O((n′ log5 n+m′ log9 n)λ6(logn)) total time by Lemma 2.2.

When deleting a site s, we can safely delete it from all sets S2(A) containing it, together
with the associated edges in E2 and the sites stored in the RDS of A. When deleting a site
from a set S1(A) however it is possible that some other sites have to be removed from the
associated set S2(A). These sites are reported by the RDS on deleting s from R′, allowing
us to safely delete them from S2(A). Summing up we get the following result.

I Theorem 4.2. The data structure described above answers connectivity queries in amortized
time O

(
logn

log logn

)
with O((n log7 n+m log11 n)λ6(logn)) overall expected update time for m

deletions.
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Abstract
Given a set of n colored points with k colors in the plane, we study the problem of computing
a maximum-width rainbow-bisecting empty annulus (of objects specifically axis-parallel square
and circle) problem. We call a region rainbow if it contains at least one point of each color. The
maximum-width rainbow-bisecting empty annulus problem asks to find an annulus A of a particular
shape with maximum possible width such that A does not contain any input points and it bisects
the input point set into two parts, each of which is a rainbow. We compute a maximum-width
rainbow-bisecting empty axis-parallel square and circular annulus in O(n3 + n2k log k) time using
O(n logn) space and in O(n3) time using O(n2) space respectively.

1 Introduction

In the context of facility location most of the existing literature deals with the placement of
the facilities (e.g. pipelines) among a set of customers (represented by points in R2) but there
are scenarios where the facilities are hazardous (e.g pipelines transporting toxic materials).
In these scenarios the objective is maximizing the minimal distance between the hazardous
facility and the given customers. Considering this situation, some problems have been
studied in literature that computes a widest L-shaped empty corridor [8], a widest 1-corner
corridor [11], a largest empty annulus [12]. For empty annulus we additionally impose another
constraint that each of the two non-empty regions corresponds to two self-sustained smart
cities, meaning that each of the smart cities is comprised of essential facilities of each type
such as schools, hospitals, etc. This situation calls for the computation of two rainbow regions
separated by an empty region where empty region contains hazardous facility and each color
represents each essential facilities in each of the rainbow region. Given a set of n points in
R2, each point colored with one of the k (k ≤ n) colors, a rainbow (or color spanning) region
in R2 contains at least one point of each color. Abellenas et al. first proposed algorithms for
computing a smallest color-spanning axis-parallel rectangle [2], narrowest strip [2], circle [1] in
O(n(n−k) log2 k), O(n2α(k) log k) and O(kn logn) respectively. Later the time complexities
to compute a smallest color-spanning rectangle and a narrowest color-spanning strip were
improved to O(n(n − k) log k) and O(n2 logn) by Das et al. [9]. Kanteimouri et al. [16]
computed a smallest axis-parallel color-spanning square in O(n log2 n) time. Hasheminejad
et.al [15] proposed an O(n logn) time algorithm to compute a smallest color-spanning
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Figure 1 (a) A RBSA of width w with outer and inner squares S and S′. (b)A RBCA with outer
& inner disk Cout & Cin & common center c.

equilateral triangle. The shortest color-spanning interval, smallest color-spanning t squares
and smallest color-spanning t circles have been studied by Banerjee et al. [17] and they have
given some hardness and tractability results from parameterized complexity point of view.
Acharyya et al. [3] computed a minimum-width color-spanning annulus for circle, equilateral
triangle, axis-parallel square and rectangle in O(n3 logn), O(n2k), O(n3 + n2k log k) and
O(n4)- time respectively. D. Báñez et al. [12] first studied the largest empty circular annulus
problem and improved to O(n3)-time [13]. Bae et al. [7] proposed algorithms computing a
maximum-width empty axis-parallel square and rectangular annulus in O(n3) and O(n2 logn)
time respectively. Recently Erkin et al. [5] studied a variant of a covering problem where
the objective is to cover a set of points by conflict free set of objects, where an object
is conflict free if it covers at most one point from each color class. We compute here a
maximum-width rainbow-bisecting empty axis-parallel square annulus in O(n3 + n2k log k)
time using O(n logn) space. Notice on computing this, a subcase of our objective maps to
the problem of computing a largest rainbow-bisecting empty axis-parallel L corridor and solve
it in O(n log4 n)-time. This improves the time complexity of the algorithm for computing
a widest empty axis-parallel L corridor from O(n2 logn) [7] to O(n log3 n) time. We also
propose an O(n3) time algorithm for computing a maximum-width rainbow-bisecting empty
circular annulus in O(n2) space.

2 Definition and Terminologies

We are given a set P containing n points in R2 where each point is colored with one of the
given colors {1, . . . , k} and k ≤ n. For each color i ∈ [k] there exists at least two points
a, b ∈ P of color i. For any point p ∈ P , we denote its x- and y-coordinates, color by x(p),
y(p) and α(p) respectively. We borrow the definition of center, radius of an axis-parallel
square from Bae et al. [7]. For an axis-parallel square S, the (inward) offset of S by a real
number δ ≥ 0 is a smaller axis-parallel square obtained by sliding each side (top, bottom, left
and right) of S inwards by δ. An axis-parallel square annulus (Ref. Fig. 1(a)) is the region
between an axis-parallel square S and its offset S′ by some δ ≥ 0, where S, S′, and δ are the
outer square, inner square, and the width of the annulus respectively. We allow the outer
and inner squares of an axis-parallel square annulus to have one or more sides at infinity (∞)
which means the associated coordinate value of that side is infinite. A circular annulus is the
region between two concentric disks Cout (outer disk) and Cin (inner disk) where Cin ⊆ Cout,
center c, radius of outer disk raCout and radius of inner disk raCin and raCin ≤ raCout . The
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Figure 2 (a) C1 Configuration (b) C2 Configuration (c) C3 Configuration

width is defined as the difference of the radii, raCout − raCin (Ref. Fig.1(b)). An axis-parallel
square annulus (resp. a circular annulus) A is said to be rainbow-bisecting empty if it does
not contain any point of P in its interior and divides P into two non-empty subsets such that
each subset is a rainbow, one subset lies within or on the boundary of the inner square (resp.
inner disk) of A and the other subset lies outside or on the boundary of the outer square
(resp. outer disk) of A. From now we refer an axis-parallel square (resp. axis-parallel square
annulus) as square (resp. square annulus). Any rainbow-bisecting empty square annulus and
rainbow-bisecting empty circular annulus are denoted by RBSA and RBCA respectively.

3 Maximum-Width Rainbow-Bisecting Empty Square Annulus

In this section, we compute a maximum-width RBSA from a given point set P on R2.

I Lemma 3.1. A maximum-width RBSA A must contain at least one point of P on one
side of both S (outer square) and S′ (inner square) and all the potential configurations of A
can be mapped in the following three configurations (Ref. Fig. 2).

C1: At least one side of both S, S′ contains a point ∈ P , remaining sides of S are at ∞.
C2: One side of S′ contains a point of P and any two adjacent sides of S are defined by
points ∈ P and the other two sides of S are at ∞.
C3: One side of S′ and one pair of opposite sides of S must contain points ∈ P .

We propose different algorithms for handling above three different configurations and report
the maximum. As a part of preprocessing, we sort the points ∈ P w.r.t both the co-ordinates.

C1 configuration: A RBSA of configuration C1 maps to an empty strip such that regions
on both side of the strip are rainbow (called as rainbow-bisecting empty strip, RBES).
I Lemma 3.2. A maximum-width RBES can be computed in O(n) time using O(n) space.

C2 configuration: Observe solving this configuration corresponds to the problem of finding
a largest rainbow-bisecting empty axis-parallel L-shaped corridor (RBLC) (w.l.o.g. we
assume pointing down and right; Ref. Fig. 3(a)). Our algorithm maintains a horizontal
sweepline H (moving from bottom to top) which on encountering a point pi ∈ P calls the
following decision problem, DP as the main subroutine and it does for all the points ∈ P .

Given: A positive real w > 0
Task: Does there exist a RBLC with horizontal part right above H and of
width w ?

The DP eventually computes a maximum-width RBLC from the set of possible widths
wpi′pj′ where wpi′pj′ ∈ {[y(pi′)−h, y(pj′)−h]}, i′ < j′ ≤ n & pi′ , pj′ are any 2 consecutive
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Figure 3 (a) A rainbow-bisecting empty L corridor. (b) a, . . . , e are the dominating points above
H. (c) Staircase S1 for point set P , the empty circles denote staircase points /∈ P .

points on the staircase above y(H) = h (A point pi dominates pj if both (i)x(pj) > x(pi)
& (ii)y(pj) > y(pi) hold; pi, pj are points on the staircase where any two points pi, pj
lying on the staircase satisfies x(pi) < x(pj) =⇒ y(pi) < y(pj)); Ref. Fig. 3(b)).
We maintain the following data structures for answering queries to be used by the DP.
• Store all the points ∈ P in a 2D range tree [10] T1 in order to find the dominating

points above H. The first dominating point say, pa, above y(H) = h is the point with
the smallest y-coordinate above H. We find the next dominating point, say pb by
querying arg min

j
{y(pj)|x(pj) > x(pa) && y(pj) > y(pa)} on T1. Similarly find the

rest.
• Populate a 1D range tree [10] T2 with the x-coordinate values of the points lying

below H. Also each node v ∈ T2 stores the maximum horizontal gap (difference in
x-coordinate values of 2 consecutive sorted (w.r.t. x values) points) in the canonical
subset (CS) of v. The maximum horizontal gap for a given range, say [x0,+∞] can be
found by comparing O(logn) values including every gap between 2 consecutive CS.

• Consider two staircases S1 and S2, such that any empty L-shaped corridor lying in
the region above S1 and below S2 is a RBLC. The staircase S1 is generated as follows:
We traverse the points ∈ P from bottom to top (say initially we are at x = −∞) and
maintain a counter on the number of points of each color we traversed so far. Next in
order to get the leftmost point of S1 we move towards the right until the counter of a
color (say for instance color j ∈ k) becomes zero. Next from the leftmost point of S1
we move upwards until the count for color j becomes 1. We repeat the above procedure
in order to determine the points of S1 until all the points are being traversed (Ref.
Fig. 3(c)). In a similar way we construct staircase S2 by traversing the points of P
from top to bottom. It can be easily verified from the above construction that any
empty L-shaped corridor lying below S1 as well as above S2 cannot be a RBLC.
Construct two balanced BST T (S1) and T (S2) to store the points of two staircases
S1 and S2 respectively. Insert the points ∈ P on T (S1) (resp. on T (S2)) during
traversing from bottom to top (resp. top to bottom) according to their x-coordinate
values. The points of S1 and S2 are marked on T (S1) and T (S2) respectively.
We verify a w-width empty axis-parallel L-shaped corridor is a RBLC or not by
checking if the top-left corner points (inside and outside) lies above S1 and below S2
or not. For inside top-left corner point (ci), find immediate left (a1) and right (a2)
points of x(ci) that lies on S1 from T (S1) and see if y(ci) > y(a2) or not. Similarly



S. Banerjee, A. Baral and P. R. S. Mahapatra 59:5

l(C) r(C)

pi′

pj′

R

left right

top

bottom

Figure 4 Centers of candidate outer squares in R lie in the segment [l(C), r(C)], l(C) =
(max(x(pi′ ), x(pj′ ))− r, y(l)) and r(C) = min(x(pi′ ), x(pj′ )) + r, y(l)).

verify for outside top-left corner point from S2.
The above discussion leads to the following result.
I Theorem 3.3. Given n points in R2 where each one is colored with one of the k colors,
a maximum-width RBLC can be found in O(n log4 n) time using O(n logn) space.
Here we mention that our algorithm improves the time complexity for computing a widest
empty axis parallel L corridor from O(n2 logn) (Theorem 1 of [7]) to O(n log3 n).

C3 configuration: We start this case with the following observation.
I Observation 1. The potential locations of center of the outer square, S for a fixed pi′
and pj′ lies on the line ` (y(`) = (y(pi′) + y(pj′))/2), where pi′ and pj′ defines the top
and bottom sides of S respectively (Ref. Fig. 4).
Note that the outer square, S of a potential candidate annulus for a fixed pi′ and pj′

lies inside a rectangle R (Ref. Fig. 4) where x(left)= max{x(pi′), x(pj′)} − 2r and
x(right)= min{x(pi′), x(pj′)}+ 2r (r := (y(pi′)− y(pj′))/2).
For a fixed outer square S(c) with center c lies on C ⊂ ` we compute the radius of the
inner square S′(c) by finding the farthest point from center c lying inside S(c). We
first plot L∞ distance of each point p ∈ Pi′j′∀c ∈ C in R (denoted by fp(c), discussed
in [6]), where Pi′j′ is the set of points inside R. Next consider the distance functions
of all points of each color i followed by computing the upper envelope for each color i
from ∪α(p)=ifp(c), denoted by Φi. We get the centers of potential RBSA by projecting
the breakpoints of the lower envelopes of all Φi functions on segment C [3]. Finally we
construct the inner squares of the corresponding centers by finding the farthest points
from the breakpoints of the upper envelope F (c) := maxp∈Pi′j′ fp(c) [7]. Considering all
choices of pi′ and pj′ and the above discussion leads to the following result.
I Lemma 3.4. A potential maximum-width RBSA corresponding to C3 configuration
can be computed in O(n3 + n2k log k) time and O(n) space.

We conclude the section with the following theorem.

I Theorem 3.5. Given n points in R2 where each one is colored with one of the k colors, a
maximum-width RBSA can be computed in O(n3 + n2k log k) time using O(n logn) space.

4 Maximum-width Rainbow-Bisecting Empty Circular Annulus

In this section, we compute a maximum-width RBCA from a given point set P on R2. Here
we assume no four input points are concyclic.

I Lemma 4.1. A maximum-width RBCA A is defined by four points from P resulting one
of the following potential configurations-(i) Type 1 (resp. Type 2) - Cout (resp. Cin) has three
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Figure 5 Paraboloid transformation of the input points. Left side maps right side.
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Figure 6 (a) A C31 empty slab defined by 2 parallel planes π1 and π2. (b) A C22 empty slab.

points of P and Cin (resp. Cout) contains one point of P and (ii) Type 3 - Each of Cin and
Cout are defined by two points of P .

Adopting the technique of D.Báñez et al. [13], transform the points ∈ P from R2 to R3 using
paraboloid lifting (Ref. Fig. 5) resulting the problem of computing the largest empty circular
annulus problem in R2 being mapped to the largest empty slab problem (LESP) in R3.

Largest Empty Slab Problem: (LESP)
Given: A set S of n points in R3

Task: Find a widest empty slab where a slab through S is the open region of
R3 that is bounded by 2 parallel planes intersecting the convex hull of S.
The width of the slab is the distance between the bounding planes.

A candidate annulus (in R2) of Type 1 (or 2) & Type 3 is being mapped (in R3) to empty
slabs of Type C31 and C22 respectively (Ref. Fig. 6). Finally, the optimal solution is obtained
by tracking the slabs of Type C31 and C22 which span k colors on both sides of it. Generate
candidate empty slabs of Types C31, C22 using topological sweep [4, 14] on the arrangement
A(H) of dual planes (each plane has a color) corresponding to the points in primal. During
the sweep we maintain a count on the number of planes of each color ∈ [k] present above
and below for each edge of the current planar cut of each plane. Once the initial planar cut
for plane k′ ∈ A(H) is determined, we initialize arrays namely UPk′ [1 : k], LOWk′ [1 : k] and
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COk′ [1 : n− 1] following sequence of edges in Nk′ [1 : n− 1], where Nk′ [1 : n− 1] is a list of
pairs of indices indicating the lines delimiting each edge of the current planar cut for plane k′.
The array COk′ [i] = (a, b), indicates the number of colored planes above and below each edge
of Nk′ [i] of current planar cut for k′ where UPk′ and LOWk′ help to initialize COk′ . We get
each COk′ in O(n) time. As the sweep performs an elementary step, the incoming edges are
swapped at the corresponding vertex in each planar cut and COk′ is updated following new
Nk′ in O(1) time. The above discussion along with lemma 4 [13] leads to the following result.

I Theorem 4.2. Given a set of n points in R2, each one is colored with one of the k colors,
the maximum-width RBCA problem can be solved in O(n3) time and O(n2) space.

We extend the above idea to compute a maximum-width RBCA whose center lies on a given
line L in the plane. We have the following lemma.

I Lemma 4.3. A maximum-width RBCA A whose center lies on a given line L is defined
by three points of P where Cin (resp. Cout) contains two points of P and Cout (resp. Cin)
contains one point of P .

Proof. Similar as described in lemma 4.1. J

We conclude this section with the following corollary.

I Corollary 4.4. A maximum-width RBCA A whose center lies on a given query line L in
R2 can be computed in O(n2) time and space.
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Abstract
We introduce a new class G of plane bipartite graphs and prove that each graph in G admits a proper
square contact representation. A contact between two squares is proper if they intersect in a line
segment of positive length. The class G is the family of quadrangulations obtained from the 4-cycle
C4 by successively inserting a single vertex or a 4-cycle of vertices into a face.

1 Introduction

Geometric representations of graphs have many applications and yield intriguing problems [9].
Koebe’s celebrated circle packing theorem [8], for example, states that every planar graph is
a contact graph of interior-disjoint disks in the plane. Shramm [11] proved that this theorem
holds even if we replace the disks with homothets of an arbitrary smooth strictly convex
body in the plane. The result extends to non-smooth convex bodies in a weaker form (where
a homothet may degenerate to a point, and three or more homothets may have a common
point of intersection), and every planar graph is only a subgraph of such a contact graph.

In this paper, we consider strong contact representations with interior-disjoint convex
bodies where no three convex bodies have a point in common. It is an open problem to
classify graphs that admit a strong contact representation with homothets of a triangle or a
square. It is known that every partial 3-tree [1] and every 4-connected planar graph admits a
strong contact representation with homothetic triangles, see [5, 6]; but there are 3-connected
planar graphs which do not admit such a representation. We note here that every planar
graph admits a strong contact representation with (non-homothetic) triangles [3]; see also [6].

Strong contact representations with homothetic squares have been considered only recently.
Da Lozzo et al. [2] proved that every K3,1,1,-free partial 2-tree admits a proper contact
representation with homothetic squares, where a contact between two squares is proper if
they intersect in a line segment of positive length (in particular, proper contacts yield a
strong contact representation). Eppstein [4] indicated that another family of graphs, defined
recursively, can also be represented as a proper contact graph of squares. We remark that
Klawitter et al. [7] proved that every triangle-free planar graph is the proper contact graph
of (non-homothetic) axis-aligned rectangles.

Contribution. Let G be a family of plane bipartite graphs defined recursively as follows.
(i) G contains the 4-cycle C4. (ii) If G ∈ G and f = (v1, v2, v3, v4) is a bounded 4-face of G,
then G also contains the graphs Ga and Gb obtained by the following two operations: (a)
insert a vertex u into f and connect it to v1 and v3; (b) insert four vertices u1, . . . , u4 into f ,
add the cycle (u1, u2, u3, u4) and the edges uivi for i = 1, . . . , 4; see Fig. 1.

Every 2-degenerate bipartite plane graph can be constructed by operation (a); and the
1-skeleton of every polycube whose dual graph is a tree [4] can be constructed by operation
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Figure 1 The two operations used to obtain a graph in G

(b). However, the two operations jointly produce a larger class G, which belongs to the class
of 3-degenerate bipartite plane graphs. The following is main result of this paper.

I Theorem 1. Every graph in G admits a proper square contact representation.

Terminology. Let G = (V,E) be an edge-maximal plane bipartite graph. In a square
contact representation, every vertex vi corresponds to an axis-aligned square s(vi), and every
face to an axis-aligned rectangle g(fi), which is also called the gap corresponding to fi. The
aspect ratio of an axis-aligned rectangle r is height(r)/width(r). The side length of a square
s is denoted by len(s). Scaling up a square from a corner by (or to) x means to increase the
width and height of the square by x (or to x) in such a way that the position of the specified
corner remains fixed.

2 Maintaining a Square Contact Representation

In this section, we show how to maintain a square contact representation of a graph in G
under operations (a) and (b). Specifically, we show that one can insert one or four new
squares corresponding to these operations in a rectangular gap of suitable size.

I Lemma 2. For every α, β > 0, there exists an axis-aligned rectangle that can be subdivided
by two horizontal (resp., vertical) lines into three rectangles of aspect ratios α, 1, and β,
respectively.

Proof. Let R be a rectangle of aspect ratio α+ β + 1, with width x and height (α+ β + 1)x.
Two horizontal lines at distance αx and βx from the top and bottom side of R, resp.,
subdivide R into rectangles of aspect ratios α, 1, and β, as required; see Fig. 2. J

x

αx

x

βx

Figure 2 Constructing an outer rectangle given two inner rectangle aspect ratios.

To establish Theorem 1, we need a stronger version of Lemma 2 that allows the aspect
ratios to vary within a small threshold.
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I Lemma 3. For every α, β, ε > 0, there exists a δ > 0 such that any rectangle of aspect
ratio γ with |γ − (α+ β + 1)| < δ can be subdivided by two horizontal lines into rectangles of
aspect ratios α′, 1, and β′ such that |α′ − α| < ε and |β′ − β| < ε.

Proof. Let δ = min{α, β, 1, ε}. Let R be a rectangle of aspect ratio γ, where |γ−(α+β+1)| <
δ, width x and height γx. Two horizontal lines at distance αx and (1 + α)x, resp., from the
top side of R, subdivide R into rectangles of aspect ratios α, 1, and β′ = γ − α− 1. Note
that β′ > 0 and |β′ − β| = |γ − (α+ β + 1)| < δ ≤ ε. J

I Lemma 4. For every α1, . . . , α5 > 0, there exists an axis-aligned rectangle R that can be
subdivided into four squares and five rectangular gaps of aspect ratios α1, . . . , α5 such that
(refer to Figs. 1b and 5)

the four squares are each in contact with a side of R, and their contact graph is a 4-cycle
(but the contacts along the 4-cycle are not necessarily proper);
the first four gaps are each incident to the upper-left, lower-left, lower-right, and upper-
right corner of R, respectively, and the fifth gap lies in the interior of R.

The proof of Lemma 4 requires some preparation, and is presented later in this section.
The following lemma shows that all improper contacts can be replaced by proper contacts at
the expense of allowing the five aspect ratios to vary within a given threshold. Using exact
values of the aspect ratios, Lemma 4 can only guarantee single-point contacts. Figure 3
shows an example of aspect ratios which cannot be realized with proper contacts.

1 1

11

1

Figure 3 If all the gaps have aspect ratio 1, then scaling any of the squares to changing the point
contacts into proper contacts would change the aspect ratios of the outer gaps.

I Lemma 5. For every α1, . . . , α5 > 0 and ε > 0, there exists a λ > 0 and a δ > 0 such that
every axis-aligned rectangle R of aspect ratio λ′, |λ − λ′| < δ, can be subdivided into four
squares and five gaps of aspect ratios α′i, with |α′i − αi| < ε, for i = 1, . . . , 5 such that

the four squares are each in contact with a side of R, and their contact graph is a 4-cycle,
and all contacts are proper;
the first four gaps are each incident to the upper-left, lower-left, lower-right, and upper-
right corner of R, respectively, and the fifth gap lies in the interior of R.

Omitted proofs (including the proof of Lemma 5) are in the full version of the paper [10].
For convenience, we will rename α1, . . . , α5 respectively based on the positions of the gaps

to which they correspond as αc (center), αt` (top-left), αtr (top-right), αbr (bottom-right),
αb` (bottom-left). Also, name the squares incident to the top, bottom, right, and left side of
R as st, sb, sr, and s`, respectively.

We will prove Lemma 4 by starting with an initial configuration (Fig. 4), where the aspect
ratio of the center gap is already αc, and there are improper contacts between adjacent
squares of the cycle. Then we incrementally modify the configuration, while the center gap
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αc sr

st

sb

s`

gtrgtl

gbl gbr

Figure 4 The initial configuration, with squares and gap aspect ratios labeled.

remains fixed, until all remaining gaps have the target aspect ratios αt`, αtr, αbr, and αb`.
We denote the current aspect ratios of these gaps by gt`, gtr, gbr, and gb` in the same fashion
as αt` , . . . ,αb`. In the full paper [10], we formally define four additional special configurations
(shown in Fig. 5) that play a role in the incremental construction. Lemmas 6–10 below
concern transformations of these configurations, and are used in the proof of Lemma 4.

st

sr

sb

s`

st

sr

sb

s`

st

sr

sb

s`
st

sr

sb

s`

a) Clockwise Pinwheel b) Vertical Stacked

c) Downward Arrow d) Clockwise Near-Pinwheel

with directional square sb with reversed contact between st and sr

Figure 5 Examples of four special configurations.

I Lemma 6. Assume that the top-left corner of sr is on the right side of st and the bottom-left
corner of sr is on the right side of sb, and let αtr >gtr be given. There exists a d > 0 such
that if we slide sr upward by d and scale it up by a factor of d/gbr from its bottom-left corner,
then no aspect ratio other than gtr changes, and after the transformation we have αtr = gtr,
or αtr >gtr and sr and sb have a point contact. Similar statements hold after reflections and
rotations of the configuration.

Proof. Let the bottom-right gap have height h1 and width w prior to the transformation.
Assume that we slide sr upward by some amount d > 0 and scale it up by a factor of d/gbr

from its bottom-left corner After the transformation, it has height h1 + d and width w + dw
h1

.
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As
h1
w

= h1 + d

w + dw
h1

,

the aspect ratio of the bottom-right gap has not changed. Let the height of top-right gap be
h2 prior to the transformation, and note that its width is also w. After the transformation,
it has height h− d and width w + d

gbr
. Thus, its height monotonically decreases in d, and

its width monotonically increases in d, so gtr monotonically decreases in d. We can choose
d = min(d1, d2), where d1 ≥ 0 is the value which would reduce the contact between sr and
sb to a single point after the transformation, and d2 ≥ 0 is the value which would achieve
αtr = gtr. J

I Lemma 7. A clockwise (resp., counterclockwise) pinwheel configuration can be transformed
such that gbr or gt` (resp., gtr or gb`) increases to, or such that gtr or gb` (resp., gbr or gt`)
decreases to any amount γ > 0, while all other aspect ratios remain the same.

I Lemma 8. A vertical (resp., horizontal) stacked configuration with a point contact between
two of the squares can be transformed such that the aspect ratio of the outer gap between
those squares increases (resp., decreases) to any amount γ > 0 while all other aspect ratios
remain the same.

I Lemma 9. An upward or downward (resp., rightward or leftward) arrow configuration, with
a point contact between the directional square and one of its neighbors, can be transformed
such that the aspect ratio of the outer gap between those squares increases (resp., decreases)
to any amount γ > 0 while all other aspect ratios remain the same.

I Lemma 10. A near-pinwheel configuration can be transformed such that the aspect ratio
of the outer gap in the direction of the near-pinwheel (clockwise or counterclockwise) from
the reversed contact increases to any amount γ > 0 if its left side is the side of a square, or
decreases to any amount γ > 0 if its top side is the side of a square, while all other aspect
ratios remain the same.

Proof of Lemma 4. Let αc, αt`, αtr, αbr, and αb` be given. Start with the initial configura-
tion (cf. Fig. 4). If the target aspect ratios of all four outer gaps are α−1

c , then R can be
drawn now with aspect ratio αc. Otherwise, one or more of the outer gaps must have their
aspect ratios changed, either by increasing or decreasing them.

Rotate and reflect the initial configuration if necessary such that at least one gap needs
to be made wider (i.e., α < g), and the ratio g/α is maximal for the upper-right gap. In
order to change gtr to αtr, we can scale up sr from its lower-left corner until gtr = αtr. This
scaling will not affect gt` or gb`, but it will decrease gbr. After the scaling, the bottom-right
gap will either have the target aspect ratio already, need to be wider yet, or need to be
narrower. From now on, we will not mention the case where a gap has reached its target
aspect ratio already, because it just means that the next step can be skipped.

If the bottom-right gap needs to be wider yet, then by Lemma 6 we can scale up sr

and translate it downward until gbr = αbr without changing gtr. As g/α is assumed to be
maximal for the upper-right gap, if this transformation results in a point contact between sr

and st, it also achieves gbr = αbr (because otherwise, gbr > gtr = αtr).
If the bottom-right gap needs to be narrower, then we can scale up sb from its top-left

corner until gbr = αbr. This will increase gb`.
Now, we can assume that gtr = αtr and gbr = αbr. We distinguish between four cases:
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1. sb has not been scaled, and either αb` ≤ α−1
c or αt` ≤ α−1

c .
2. sb has been scaled up from its top-left corner, αb` ≤ αt`, and αb` ≤ α−1

c .
3. sb has been scaled up from its top-left corner, αt` ≤ αb`, and αt` ≤ α−1

c .
4. αt` > α−1

c and αb` > α−1
c .

Case 1: sb has not been scaled, and either αb` ≤ α−1
c or αt` ≤ α−1

c . Reflect the
configuration such that αb` ≤ αt`. Scale up s` from its top-right corner until gb` = αb`

(making the top-left gap wider). Then, if gt` needs to decrease further, by Lemma 6 we can
scale up and translate s` until gt` = αt` to achieve all target aspect ratios (once again, this
transformation guarantees gt` = αt` even if it results in a point contact, because we assume
αb` ≤ αt`). Otherwise, the top-left gap needs to be narrower. Since the configuration is a
horizontal stacked configuration, and by Lemma 8 we can apply a series of transformations
to achieve all target aspect ratios.

Case 2: sb has been scaled up from its top-left corner, αb` ≤ αt`, and αb` ≤ α−1
c . Scale

up s` from its top-right corner until gb` = αb`. This transformation decreases gt`. Then, if
gt` needs to decrease further, by Lemma 6 we can scale up and translate s` until gt` = αt`

to achieve all target aspect ratios (once again guaranteed because αb` ≤ αt`). Otherwise the
top-left gap needs to be narrower. Since the squares are arranged in a pinwheel configuration,
Lemma 7 completes the proof.

Case 3: sb has been scaled up from its top-left corner, αt` ≤ αb`, and αt` ≤ α−1
c . Scale

up s` from its bottom-right corner until gt` = αt`. This transformation decreases gb`. Then,
if gb` needs to decrease further, by Lemma 6 we can scale up s` and translate it downward,
maintaining all other aspect ratios, until gb` = αb` or s` and st have a point contact. If s`

and st have a point contact, then the squares are arranged in a pinwheel configuration, and
Lemma 7 completes the proof. Otherwise, gb` needs to increase. Since the squares form a
downward arrow configuration in this case, with a point contact between sb and s`, Lemma 9
completes the proof.

Case 4: αt` > α−1
c and αb` > α−1

c . We distinguish between two subcases.
Case 4.1: If the top-right corner of sb lies on the bottom side of sr, then by Lemma 6,

we can translate sb to the left while scaling it up until gb` = αb` or sb and sr have a
point-contact, while maintaining all other aspect ratios. If gb` = αb`, then the configuration
is a near-pinwheel and Lemma 10 completes the proof. Otherwise, if sb and sr have a
point-contact, then the conditions of Case 4.2 below are satisfied and we proceed as follows.

Case 4.2: If the top-right corner of sb lies on the left side of sr, then scale up st from
its bottom-right corner until gt` = αt` and scale up sb from its top-right corner until gb` =
αb`. Now, gtr and gbr (which were previously at their target values) both need to decrease.
Reflect the configuration if necessary so that the width of the bottom-right gap needs to be
increased by a larger amount than the top-right gap. Scale up sr from its lower-left corner
until gtr = αtr. Then, because the width of the lower-right gap needed to be increased by a
larger amount of the two, it still needs to be wider. The configuration is a rightward arrow,
so by Lemma 9, we can decrease gbr arbitrarily while maintaining the other aspect ratios. J

It is easy to extend Lemma 4 to Lemma 5 by changing any improper contacts among
adjacent squares in the 4-cycle into proper contacts. Theorem 1 then follows by induction.
See the full paper [10] for the proof of Lemma 5 and Theorem 1.
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Abstract
We introduce the Rotating Rays Voronoi diagram, a Voronoi structure where the input sites are rays
and the distance function is the counterclockwise angular distance. This novel diagram can be used
to solve illumination or coverage problems where a domain has to be covered by floodlights/wedges of
uniform angle. We present structural properties, combinatorial complexity bounds, and algorithms
to construct the diagram. Moreover, we show how we can use this Voronoi diagram to compute the
Brocard angle of a convex polygon in optimal linear time.

1 Introduction

In this work, we study a Voronoi diagram where the input is a set of n rays in the plane,
and the distance from a point x to a ray r is the angular distance, i.e., the minimum angle α
such that, after counterclockwise rotating r around its apex by α, r illuminates x; see Fig. 1.

x

rα

p(r)

(a) (b)

Figure 1 (a) The angular distance α from a point x to a ray r. (b) The Voronoi diagram of four
rays in the plane. All points in a region are first illuminated by the ray with the respective color.
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α
α∗

(a) (b)

Figure 2 (a) Illumination with edge-aligned α-floodlights. (b) The Rotating Rays Voronoi
diagram. Highlighted are the point and the three rays that realize the Brocard angle α∗.

Motivation. The distance measure is motivated by the following illumination problem: An
α-floodlight is a light source that illuminates a cone with aperture α from its apex. Given a
simple polygon P , an α-floodlight is placed on each vertex v ∈ P facing the interior of P in
such a way, that one of its rays contains the successor of v in the counterclockwise order of
the vertices of P ; see Fig. 2a. The Brocard Illumination problem [1] asks for the Brocard
angle, the smallest value of α for which a set of α-floodlights covers the interior of P .

Constructing the Voronoi diagram of rays inside a convex polygon reveals the Brocard
angle, as the latter is realized at a vertex of the diagram with maximum distance; see Fig. 2b.
Interestingly, given a set of rays, similar illumination problems can be defined in different
domains. The domain may be the entire plane or even a curve and, analogously, constructing
the Voronoi diagram in that domain yields the Brocard angle. Hence, there is an interest in
studying such diagrams, and designing construction algorithms for different domains.

Our contribution. We introduce the Rotating Rays Voronoi Diagram and prove a series of
results, paving the way for future work on similar problems. We consider the diagram in the
plane and identify structural properties which we complement with combinatorial complexity
results, a worst case Ω(n2) lower bound and an O(n2+ε) upper bound, together with an
O(n2+ε)-time construction algorithm. Finally, motivated by applications to illumination
problems, we restrict our domain to a convex polygonal region bounded by the input set of
sites, and construct the Voronoi diagram in such a domain in optimal Θ(n) time.

Related work. In the Brocard illumination problem, a polygon is called a Brocard polygon [2]
if all the α-floodlights simultaneously illuminate a point inside the polygon when α is equal
to the Brocard angle. The characterization of Brocard polygons has a long history, yet,
only harmonic polygons (which include triangles and regular polygons) are known to be
Brocard [5]. Deciding whether a polygon is Brocard can be done in O(n) time and then
the Brocard angle can be computed in O(1) time. Computing the Brocard angle of simple
polygons was first studied by Alegría et al. [1]. The authors solved the problem in O(n3 log2 n)
time, and complemented this result with an O(n logn)-time algorithm for convex polygons.

Since their introduction [4], floodlight illumination problems have been widely studied, see
e.g. [15, 20]. The case when the floodlights are of uniform angle is of particular interest, and
has been explored by several authors, see e.g. [6, 9, 10, 16, 19]. Rotating α-floodlights are
also used to model devices with limited sensing range, like surveillance cameras or directional
antennae [7, 13, 14]. The Rotating Rays Voronoi diagram seems to be novel with respect to
both the input sites and the distance function. A related diagram was defined [8] to study
dominance regions of players in the analysis of football (soccer) matches [18].
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2 Preliminaries

In this section we formally define the Rotating Rays Voronoi diagram. Let S be a set of n
rays in the plane. Given a ray r, we denote its apex by p(r) and its supporting line by l(r).

I Definition 2.1. Given a ray r and a point x ∈ R2, the angular distance from x to r,
denoted d∠(x, r), is the minimum counterclockwise angle α from r to a ray with apex on
p(r) passing through x; see Fig. 1a.

I Definition 2.2. Given two rays r and s, the dominance region dr(r, s) is the set of points
with smaller angular distance to r than to s, i.e., dr(r, s) = {x ∈ R2 | d∠(x, r) < d∠(x, s)}.
The angular bisector of r and s, denoted b∠(r, s), is the curve delimiting dr(r, s) and dr(s, r).

The different types of bisectors are illustrated in Fig. 3. Given two rays r and s, let
I = l(r) ∩ l(s). The bisector b∠(r, s) is the union of r, s, and a circular arc a that connects
p(r) to p(s). The arc a belongs to the bisecting circle Cb(r, s), which we define as follows:

If I, p(r), and p(s) are pairwise different, then Cb(r, s) is the circle through I, p(r), and
p(s). The arc a contains I if, and only if, I lies either on none or on both of r and s.
If I = p(r) and I 6= p(s), then Cb(r, s) is the circle tangent to l(r) passing through p(r)
and p(s). Both a and r lie on the same side of l(s) if, and only if, p(r) lies on s. We
analogously define Cb(r, s) if I = p(s) and I 6= p(r).
If p(r) = p(s), then both Cb(r, s) and a degenerate to a single point.
If l(r) and l(s) are parallel, then Cb(r, s) degenerates to the line through p(r) and p(s),
and a degenerates either to a line segment or to two halflines.

s

rdr(r, s) dr(s, r)

Cb(r, s)

I
p(r)

p(s)

(a)

Cb(r, s)

I
p(r)

p(s)

rs dr(s, r)

(b)

I = p(r)

p(s)

Cb(r, s)s

r

dr(r, s)

(c)

s

dr(r, s)

dr(s, r)

r

p(r) = p(s)

(d)

dr(r, s)

dr(s, r)

dr(r, s)

p(r) p(s)

r s

(e)

dr(r, s)

dr(s, r)

p(r) p(s)

r

s

(f)

Figure 3 The bisector of two rays r and s which are: (a) non-intersecting, (b) intersecting, (c)
with p(r) lying on s, (d) sharing their apex, (e) parallel, and (f) anti-parallel.

I Definition 2.3. The Rotating Rays Voronoi diagram of a set S of rays is the subdivision
of R2 into nearest Voronoi regions defined as follows:

vreg(r) := {x ∈ R2 | ∀s ∈ S \ {r} : d∠(x, r) < d∠(x, s) }.

The graph structure of the diagram of S is denoted by RVD(S) :=
(
R2 \⋃r∈S vreg(r)

)
∪S.
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An example diagram is shown in Fig. 1b. A region vreg(r) can be equivalently defined as
the intersection of all the dominance regions of r, i.e., vreg(r) =

⋂
s∈S\{r} dr(r, s). Note that

a region can have more than one connected component, which we call a face of the region.

3 RVD: properties, complexity, and an algorithm

In this section we study the diagram in the plane. Assuming that no two rays of S are
parallel to each other, the following two structural properties hold.

I Lemma 3.1. RVD(S) has exactly n unbounded faces, one for each ray.

Proof sketch. Let Γ be a circle containing all the bisecting circles of S. The intersection of
Γ and the unbounded part of each dominance region of r ∈ S is a circular arc with endpoint
r ∩ Γ. The intersection of all such arcs is connected. Hence vreg(r) ∩ Γ is connected. J

I Lemma 3.2. RVD(S) is connected.

Proof sketch. If RVD(S) is not connected, then there is a region vreg(r) that either has an
unbounded face with two occurrences at infinity or it encloses a component of RVD(S), creat-
ing an “island”. The first case is excluded by Lemma 3. The second case implies that such an
island also exists in some dominance region of the site r, which leads to a contradiction. J

We now show two lower bound constructions for the worst case complexity of the RVD.

I Theorem 3.3. RVD(S) has Ω(n2) combinatorial complexity in the worst case. This holds
even if the rays are pairwise non-intersecting.

Proof sketch. The bound is achieved by creating a grid structure in which the rays have
Θ(n2) intersections, each inducing a vertex in RVD(S); see Figure 4a. A Θ(n2) construction
can also be achieved by a set of rays that are pairwise disjoint. An example is shown in
Figure 4b, where the Voronoi regions of the n/2−1 leftmost rays have n/2+1 faces each. J

I Lemma 3.4. A Voronoi region of RVD(S) has Θ(n2) complexity in the worst case.

Proof sketch. Any vertex incident to a region vreg(r), is defined by r and a pair of rays.
Further, the diagram of three rays has O(1) complexity, so the O(n2) bound follows. For the
lower bound, we create a grid structure as in Theorem 3.3. We then add a ray r so that vreg(r)
has a face inside each cell of the grid, thus vreg(r) has Θ(n2) complexity; see Fig. 5. J

(a) (b)

Figure 4 RVD(S) with Θ(n2) complexity, where the rays in S are (a) intersecting and (b) pairwise
non-intersecting.
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(a) (b)

Figure 5 RVD(S) with a region having Θ(n2) complexity (a) zoomed out and (b) zoomed in.

Finally, we apply the general upper bound by Sharir [17] to yield a near quadratic upper
bound on the complexity of the RVD. This is accompanied by a construction algorithm.

I Theorem 3.5. For any ε > 0, RVD(S) has O(n2+ε) combinatorial complexity. Further,
RVD(S) can be constructed in O(n2+ε) time.

Proof sketch. Each site induces a distance function which maps each point in the plane
to its distance to that site. The RVD can be seen as a minimization diagram of these
distance functions. With a monotone increasing transformation we map these distance
functions to algebraic functions. Applying the transformations keeps the lower envelope
of the distance functions invariant. The lower envelope of these n algebraic functions has
O(n2+ε) combinatorial complexity and it can be constructed in O(n2+ε) time [17]. J

We can extend the Brocard Illumination problem to the plane as follows. We place an
α-floodlight fr on every r ∈ S such that fr is equal to r when α = 0. We want the minimum
angle α∗ for which the set {fr | r ∈ S} of α∗-floodlights illuminates the plane. The angle α∗
is realized at a point of maximum distance, which is either a vertex of RVD(S) or a point at
infinity on a ray of S. Hence, we can find α∗ by constructing RVD(S) and then traversing
the diagram in linear time in its size. Note that α∗ takes values in the interval (2π/n, 2π).

4 RVD of a convex polygon: Brocard illumination

We now turn our attention to the Brocard illumination problem. Given a convex polygon P
with n vertices, we describe an algorithm to compute the Brocard angle α∗ of P by means of
the RVD. Let SP be the set of n rays such that each ray has a vertex v ∈ P as apex, and
passes through the successor of v in the counterclockwise order of the vertices of P . Let
PRVD(SP ) be the part of RVD(SP ) restricted to the interior of P . Note that PRVD(SP )
has Θ(n) complexity, as opposed to RVD(SP ) which can have Θ(n2). We show the following.

I Theorem 4.1. Given a convex polygon P , we can construct PRVD(SP ) in Θ(n) time. The
Brocard angle of P can also be found in the same time.

Algorithm outline. We first partition SP into four sets SN ,SW ,SS and SE of consecutive
rays, such that any two rays in a subset have an angular difference at most π/2, see Fig. 6a.
For each set Sd, d ∈ {N,W,S,E}, we obtain a set Srd in which every ray of Sd is rotated by
an angle of −π/2. Then, we construct each diagram RVD(Srd) independently, see Fig. 6c.
Finally, we merge the four diagrams in two steps to obtain PRVD(SP ), see Figs. 7 and 8.
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N
W

S
E

SS

SE

SN

SW

(a) (b) (c)

Figure 6 (a) Partition of SP into sets SN ,SW ,SS and SE . (b) RVD(SS). (c) RVD(Sr
S)

Constructing the diagrams. To construct the diagram of each subset Srd in optimal Θ(|Srd |)
time, we make use of the abstract Voronoi diagrams framework [11, 12]. To fall under this
framework, the underlying system of bisectors must satisfy the following three axioms:

A1 The bisector b∠(r, s), ∀r, s ∈ Srd , is an unbounded Jordan curve.
A2 The region vreg(r) in RVD(S ′), ∀S ′ ⊆ Srd and ∀r ∈ S ′, is connected.
A3 The closure of the union of all regions in RVD(S ′), ∀S ′ ⊆ Srd , covers R2.

I Lemma 4.2. The system of bisectors of Srd satisfies the axioms A1-A3.

Proof sketch. A1 is satisfied since the rays are disjoint. A2 holds due to the rotation of
−π/2: after the rotation, no ray intersects twice any bisecting circle, thus no bounded faces
appear, see e.g., Figs. 6b and 6c. A3 is satisfied as each ray induces a distance function. J

The intuition for the rotation is twofold: On PRVD(SP ) only circular parts of bisectors
appear and under −π/2 rotation the circular parts of the bisectors remain the same. Note
that there does not exist a rotation angle for which the complete set SP satisfies axiom A2.

To construct RVD(Srd) we use the Θ(n)-time algorithm of [3]. Apart from satisfying
axioms A1-A3, [3] requires that the order of the regions of RVD(S ′) along a simple curve is
known, for any S ′ ⊆ Srd . Since, the rays are non-intersecting, this order coincides with the
order of the rays of S ′ along the boundary of the polygon. We obtain the following lemma.

I Lemma 4.3. RVD(Srd) is a tree of Θ(|Srd |) complexity. Further, RVD(Srd) can be con-
structed in Θ(|Srd |) time.

Merging the diagrams. We merge all four diagrams, in two steps, to obtain PRVD(SP ). In
a first step we merge RVD(SrW ) with RVD(SrS) to obtain RVD(SrW ∪ SrS), where the merge
curve consists of the first ray in each of SrW and SrS and the set of circular edges, which
are equidistant to both sets; see Fig. 7. We respectively obtain RVD(SrE ∪ SrN ). Then, in a
second step we merge the diagrams RVD(SrW ∪ SrS) and RVD(SrE ∪ SrN ), restricted to the
interior of P , to obtain PRVD(SP ); see Fig. 8. Using standard tracing techniques for Voronoi
diagrams and the properties of the angular bisectors, we can prove the following result.

I Lemma 4.4. Given RVD(Srd) ∀d ∈ {N,W,S,E}, PRVD(SP ) can be constructed in Θ(n) time.

Concluding this section, the Brocard angle of P , denoted by α∗, is realized at a point of
maximum distance in the interior of P which lies on a vertex of PRVD(SP ). Hence, we can
solve the Brocard Illumination problem in Θ(n) time, by constructing PRVD(SP ) and then
traversing it, to obtain α∗. Note that α∗ takes values in the interval (0, π/2− π/n].
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(a) (b) (c)

Figure 7 Merging diagrams (a) RVD(Sr
W ) and (b) RVD(Sr

S) into (c) RVD(Sr
W ∪ Sr

S).

s1

w1

(a) (b) (c)

Figure 8 Merging diagrams (a) RVD(Sr
W ∪ Sr

S) and (b) RVD(Sr
E ∪ Sr

N ) into (c) PRVD(SP ).

5 Concluding remarks

By means of the Rotating Rays Voronoi diagram, we showed how to find in optimal time the
Brocard angle of a convex polygon, settling an interesting geometric problem. Our method
is more general: given any domain D and a set of rays S, we can find the minimum angle
needed to illuminate D with floodlights aligned at S, by constructing RVD(S) inside D.

There are many questions to investigate. What is the worst case complexity of the diagram
in the plane? Is it Θ(n2)? Can the diagram in the plane be constructed in time o(n2+ε)?
How does our approach to compute the Brocard angle extend to other classes of polygons?
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Abstract
It is not known whether the Fréchet distance for general graphs can be efficiently computed. In
this paper we consider orientation-preserving isomorphic connected embedded graphs and provide a
polynomial-time algorithm for computing their Fréchet distance.

1 Introduction

Comparing embedded graphs has important applications and has recently gained attention
for comparing reconstructed road networks [1, 2]. See [1, 5] for an overview on different
distance measures for comparing planar embedded graphs. The Fréchet distance is a popular
distance measure that takes continuity of the shapes into account, and can be computed in
polynomial time for curves [3]. While Buchin et al. [4] have shown that Fréchet distance
is NP-hard to compute for two polygonal domains, they posed an open problem whether
the Fréchet distance between two plane graphs can be computed in polynomial time. In
this paper we answer this question in the affirmative by giving a polynomial-time algorithm
based on enumerating all orientation-preserving graph isomorphisms.

Plane graphs and isomorphisms. A plane graph is a graph G = (VG, EG) together
with a planar embedding of the vertices and edges, which maps vertices to point and edges
to curves in the plane, such that no two edges cross. For each v ∈ V let ρG(v) be the cyclic
ordering of edges incident to v in counter-clockwise order, and ρ−1

G (v) in clockwise order.
Two plane graphs G and H are planar isomorphic, G ∼= H, if there exists a mapping

f : VG → VH such that (1) f is a bijection, and for all u, v ∈ VG, (2) (u, v) ∈ EG iff
(f(u), f(v)) ∈ EH , and (3) either f(ρG(u)) = ρH(f(u)) or f(ρG(u)) = ρ−1

H (f(u)). In other
words, a planar isomorphism is an isomorphism that preserves the ordering of edges around
each vertex. If f maps ρG to ρH , then f is an orientation-preserving isomorphism of G and
H. If f maps ρG to ρ−1

H , it is an orientation-reversing isomorphism.
Fréchet distance. The Fréchet distance between homeomorphic surfaces P and Q on

R2 is defined as δF (P,Q) = infσ : P→Q supx∈P d(x, σ(x)), where σ ranges over all orientation-
preserving homeomorphisms between P and Q and d(x, y) is an underlying metric, normally
the Euclidean distance. This definition applies to two homeomorphic graphs as well. It is
well known that if two graphs are homeomorphic, from a topological point of view they
are isomorphic. Since the computation of Fréchet distance requires a bijection between
the points of two graphs, eventually we need a set of bijective edge mappings induced
by these isomorphisms. Thus the Fréchet distance between two graphs can be defined
as δF (G,H) = minα maxe∈EG

δF (e, α(e)), where α ranges over all edge mappings of all
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isomorphisms between G and H. See also [6]. Note that if G and H are not simple, each
vertex isomorphism may have more than one different edge mappings since it primarily deals
with how vertices connect to each other, but not how vertices and edges are embedded in
the plane. For two trees, the Fréchet distance can be computed in polynomial time [4] and
for graphs of bounded tree width it is fixed-parameter tractable [6].

2 Polynomial-Time Algorithm

In this section, we present an algorithm for computing the Fréchet distance between two
connected plane graphs according to their planar isomorphisms, particularly the orientation-
preserving isomorphisms that give some information how planar graphs are embedded in
the plane. We give an algorithm with polynomial time for this case. Let G = (VG, EG) and
H = (VH , EH) be two connected plane graphs with piecewise linear embeddings, i.e., edges
are embedded by piecewise linear curves. We assume that vertices in VG and VH do not have
degree two. However, degree-two vertices may be present on the embeddings of the edges,
and we allow multiple edges (with different embeddings) between the same vertices as well
as loops. We assume |VG| = |VH | = n and |EG| = |EH | = m, and we define NG (resp., NH)
to be the total complexity of the embedded edges in EG (resp., EH). In the algorithm, we
only consider the orientation-preserving isomorphisms of two graphs since the computation
for the orientation-reversing isomorphisms is similar. One of the main tasks is to find all
edge mappings induced by the orientation-preserving isomorphisms between G and H. We
assume that G and H in the topological sense are simple graphs. If G and H are simple, it
is obvious that each isomorphism has a unique edge mapping. At the end of this section, we
discuss how to handle the case that two graphs are non-simple.

Before finding all orientation-preserving isomorphisms between G and H, we show that
there are at most 2m orientation-preserving isomorphisms. Weinberg [8] indicated that
the number of automorphisms of a triconnected plane graph is at most 4m, half from the
orientation-preserving and half from the orientation-reversing. We prove that 2m is an upper
bound of the number of orientation-preserving isomorphisms for general plane graphs.

I Lemma 2.1. Let G and H be orientation-preserving isomorphic. For any (u1, u2) ∈ EG
and any v1, v2 ∈ VH , if there is an orientation-preserving isomorphism f : VG → VH such
that f(u1) = v1 and f(u2) = v2, then f is unique.

Proof. Since G and H are orientation-preserving isomorphic, there exists an orientation-
preserving isomorphism f that maps u1 and u2 to v1 and v2 in VH , respectively. (u1, u2) ∈ EG
implies that (f(u1), f(u2)) = (v1, v2) ∈ EH .

Let {u1, u2, ..., ui, ..., un} be the set of all vertices in VG that is listed as the order of being
visited by an arbitrary graph traversal technique starting from u1 then u2. Assume that there
are two orientation-preserving isomorphisms f, g : VG → VH such that f(u1) = g(u1) = v1
and f(u2) = g(u2) = v2. We show that f = g. Let φv : ρ(v) × {1, . . . , |ρ(v)|} → ρ(v) be
a function such that φv(u,m) is the element obtained by walking around v in a clockwise
direction for m steps starting at u ∈ ρ(v). Suppose that f(ui) = g(ui) for any 1 ≤ i ≤ k,
where k ≥ 2. For uk+1, since this set is ordered by the traversal technique, there exists a
vertex ux such that x ≤ k and (ux, uk+1) ∈ EH . Consider the following cases:

Case 1: If ux = u1, then both u2 and uk+1 are neighbors of u1. Let m1 be the
number such that φu1(u2,m1) = uk+1. We know that ρ(f(u1)) = ρ(v1) = f(ρ(u1)) and
ρ(g(u1)) = ρ(v1) = g(ρ(u1)). Hence f(uk+1) = g(uk+1) = φf(u1)(f(u2),m1).

Case 2: If ux 6= u1, there exists a vertex uy such that (uy, ux) ∈ EH and 1 ≤ y < x.
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By the hypothesis, f(uy) = g(uy) and f(ux) = g(ux). Let m2 be the number such that
φux

(uy,m2) = uk+1. Then f(uk+1) = g(uk+1) = φf(ux)(f(uy),m2). J

Figure 1 In the graph G above, ρG(v2) = (v4, v5, v1a, v1b) and code(G, v5, v2) = 012303132121040.

I Theorem 2.2. There are at most 2m orientation-preserving isomorphisms between two
connected plane graphs.

Proof. The ordered pair of adjacent vertices u1, u2 ∈ VG must map to an ordered pair of
adjacent vertices v1, v2 ∈ VH . The number of ordered pairs of adjacent vertices is 2 times the
number of edges in the graph H. Based on Lemma 2.1, any such mapping c has a unique
orientation-preserving isomorphism. Thus, there are at most 2m. J

Weinberg [9] developed a simple O(n2) algorithm for testing isomorphism of 3-connected
planar graphs. This algorithm mainly depends on the fact that a 3-connected planar graph
only has two unique embeddings [10], namely two unique orders of edges around each
vertex. There is also a linear time algorithm for this problem [7]. Note that we compute
the Fréchet distance by enumerating all possible orientation-preserving isomorphisms and
this requires O(n2) by Theorem 2.2. We adopt Weinberg’s concise algorithm to find all
orientation-preserving isomorphisms of plane graphs as well as the induced edge mappings.

The main part of the algorithm can be considered as a DFS-like traversal. Given an
undirected plane graph G, we convert it into a directed graph by replacing each undirected
edge with two opposite directed edges. We slightly abuse notation to let EG denote the set
of undirected or directed edges. Then the plane graph has an Eulerian cycle since every
vertex has an even degree after this modification. We generate a unique Eulerian cycle with
respect to ρ with starting edge (s, t) as follows:

1. When an unvisited vertex v is reached on a directed edge (u, v), visit the vertex on the
edge succeeding (u, v) in ρ(v). If (u, v) has no next edge in ρ(v) (e.g. deg(v) = 1), visit u
again on the directed edge (v, u).

2. When a visited vertex v is reached on a directed edge (u, v), if the opposite directed edge
(v, u) is unused, then visit u again on the directed edge (v, u).

3. When a visited vertex v is reached on a directed edge (u, v), if the opposite directed edge
(v, u) is used, then visit the vertex on the next unused edge of (u, v) in ρ(v).

During the procedure we relabel vertices by starting with 0 and increasing the label by 1
for each unvisited vertex. We denote the label of v as N(v). We now construct a sequence of
numbers to represent the Eulerian cycle by displaying the labels of vertices in order of being
reached every time, see Figure 1. We denote this sequence of natural numbers as code(G, s, t),
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where s is the starting vertex and t is the next vertex to visit. Obviously, in code(G, s, t), the
numbers 0 and 1 are always the first two integers that come from N(s) and N(t). The length
of code(G, s, t) is 2m+ 1 since it traverses each directed edge once and eventually returns
to the starting vertex s. Weinberg claims that two 3-connected planar graphs G and H

are isomorphic if and only if code(G, s, t) = code(H, s′, t′) for some directed (s, t) ∈ EG and
directed (s′, t′) ∈ EH . However, this is not true if they are general plane graphs. Given two
undirected plane graphs G and H, we check and find all orientation-preserving isomorphisms
by the following method:

Choose any ordered pair of adjacent vertices s, t ∈ VG and construct code(G, s, t). For
each ordered pair of adjacent vertices s′, t′ ∈ VH , if code(G, s, t) = code(H, s′, t′), define the
function f : VG → VH such that f(v) = u if N(v) = N(u). Then if f(ρG(v)) = ρH(f(v)) for
all v ∈ VG, f is an orientation-preserving isomorphism of G and H. Otherwise, they are not
orientation-preserving isomorphic.

I Theorem 2.3. For an ordered pair of adjacent vertices s, t ∈ VG, the graphs G and H
are orientation-preserving isomorphic if and only if there exists an ordered pair of adjacent
vertices s′, t′ ∈ VH such that code(G, s, t) = code(H, s′, t′) and f(ρG(v)) = ρH(f(v)) for all
v ∈ VG, where the function f : VG → VH is defined by f(v) = u if N(v) = N(u).

Proof. In the code formed by the Eulerian cycle, every vertex v has a distinct natural number
N(v). Then code(G, s, t) = code(H, s′, t′) implies G and H have the same number of vertices
and every vertex v ∈ VG corresponds to exactly one vertex u ∈ VH . Hence f is a bijection. In
the code(G, s, t) = code(H, s′, t′) = (01...ci...0), each pair of neighboring numbers represents
a directed edge in the graphs. For any ordered (x, y) ∈ EG, there exists (ci, ci+1) in the code
such that N(x) = ci and N(y) = ci+1. Since code(H, s′, t′) also contains the pair (ci, ci+1),
there exists an ordered (x′, y′) ∈ EH such that N(x′) = ci and N(y′) = ci+1. By definition of
f we have f(x) = x′ and f(y) = y′, which imply that if (x, y) ∈ EG, then (f(x), f(y)) ∈ EH .
Conversely, (f(x), f(y)) ∈ EH implies (x, y) ∈ EG. Finally, f(ρG(v)) = ρH(f(v)) for all
v ∈ VG indicates that f is an orientation-preserving isomorphism.

Suppose that G and H are orientation-preserving isomorphic. There exists an orientation-
preserving isomorphism f : VG → VH such that f(s) = s′, f(t) = t′ and (s′, t′) ∈ EH . Since
f is a vertex bijection and the ordering of edges of each vertex is preserved, |EG| = |EH |.
Let {u0, u1, ..., u2|E|} and {v0, v1, ..., v2|E|} be the Eulerian cycles starting from the ordered
pairs (s, t) and (s′, t′), where (u0, u1) = (s, t) and (v0, v1) = (s′, t′). We have that f(u0) = v0
and f(u1) = v1. Assume that f(ui) = vi for any 0 ≤ i ≤ k, where k ≥ 1. Then we have
f(ui+1) = vi+1. This is because f(ρG(ui)) = ρH(vi) and the used edges when reaching ui
are exactly corresponding to the used edges when reaching vi with respect to the orientation-
preserving isomorphism. Hence {v0, v1, ..., v2|E|} = {f(u0), f(u1), ..., f(u2|E|)}. By the rules
of assigning a vertex a natural number, code(G, s, t) = code(H, s′, t′). J

If G and H are simple, it is immediately clear that an orientation-preserving isomorphism
f can induce a unique edge mapping g : EG → EH by g((u, v)) = (f(u), f(v)). When G and
H are non-simple, i.e., contain multiple edges or loops, we can acquire all edge mappings
from their codes. This is because a code travels all edges, and any adjacent pair in the code
represents a directed edge. In this situation, the multiple edges between two vertices need to
be properly distinguished and a vertex may need two incident edges to indicate each of its
loops. The exact edge mapping can be obtained by tracing each pair of adjacent numbers
of their codes in parallel. Once we have all edge mappings between G and H, finally, the
Fréchet distance between G and H can be computed by directly following the formula. For
the Fréchet distance between two polygonal edges e1 and e2, we adopt the algorithm with
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O(Ne1Ne2 log(Ne1Ne2)) time in [3], where Ne1 and Ne2 are the complexity of e1 and e2,
respectively.

I Theorem 2.4. The Fréchet distance between two orientation-preserving isomorphic con-
nected plane graphs can be computed in O(NGNH log2(NGNH)) time.

Proof. For each edge mapping g induced by an orientation-preserving isomorphism, we
compute the Fréchet distance δF ((u, v), g(u, v)) for all edges (u, v) ∈ EG. This requires the
time for computing the Fréchet distance between each pair of polygonal edges for m pairs in
one edge mapping. By Theorem 2.2, there are O(m) orientation-preserving isomorphisms.
We enumerate all of them in total O(m2) time using Theorem 2.2. Hence, in the direct
computation, we may need to compute the Fréchet distance between two edges for O(m2)
pairs. However, the total time for computing the Fréchet distance between each pair of edges
is O(NGNH log(NGNH)) [6] if both graphs are not closed curves. The last case that has
not been covered is when a connected plane graph only has vertices of degree 2, i.e., the
graph is a closed curve, since we assume that there are no vertices of degree 2 in computing
orientation-preserving isomorphisms. It is known that the Fréchet distance of two closed
curves can be computed in O(NGNH log2(NGNH)) time [3]. J

3 Conclusion

When the orientation of edges is considered, the number of possible edge mappings is
significantly reduced. We conclude that the Fréchet distance between two orientation-
preserving isomorphic graphs can be computed in polynomial time.
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Abstract
We present a data structure which allows detecting when disks of a set B are no longer intersected
by disks of set of disk A when deleting its disks. Preprocessing A, B and deleting n disks of
A with detecting all newly revealed disks of B requires O(|B| log4 |A| + |A| log5(|A|)λ6(log |A|) +
n log9(|A|)λ6(log |A|)) expected time, where λ6(·) is the Davenport-Schinzel bound of order 6.

To construct this data structure, we extend known dynamic lower envelope data structures
for hyperplanes and bivariate functions of constant description complexity with a linear size lower
envelope in R3, such that they allow sampling of a random element not above a given point in
O(log3 n) expected time.

1 From Graph Connectivity to Disk Sampling

Graph connectivity plays a fundamental role in algorithms and data structures. The dynamic
variant where edges can be inserted or deleted is reasonably well understood [6–8,11,14], with
data structures supporting updates and queries determining the connectivity of two vertices
in polylogarithmic time. Updating vertices seems significantly harder, as a single update can
have a large impact on the overall structure. Chan et al. [4, Theorem 1] presented a data
structure allowing vertex updates in Õ(m2/3) amortized time and queries in Õ(m1/3) time,
where m is the number of possible edges of the graph that need to be known in advance.

The vertices of geometric intersection graphs correspond to geometric objects and its
edges to intersections. As they restrict possible graphs, faster solutions may be within reach.
However, work is required to find edges affected by an update. Chan et al. [4, Theorem 5]
gave a general method for various objects with sub-linear update and query times.

In this work we present a data structure, which allows detecting when a disk is no longer
intersected by any disk of a set after deletions. We call such a disk revealed. This data
structure can be used as a component in maintaining connectivity information in deletion-only
disk intersection graphs [9].

To construct it, we first describe data structures for randomly sampling a hyperplane
or a continuous function of constant description complexity not above a given point in R3,
which might be of interest of its own.
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Figure 1 When removing a red disk, we want to obtain all blue disks intersecting this red disk but
no other red disk. After removing the dashed red disk, the dashed blue disks need to be obtained.

2 Preliminaries

Let A, B be two sets of disks in R3, such that for each disk b ∈ B exists at least one disk
a ∈ A it intersects. We now want to remove a disk a ∈ A and obtain all disks b ∈ B which
no longer have any disk from A they intersect. We call such disks revealed. See Figure 1.

A data structure for detecting such revealed disks is constructed over the course of
Sections 4 and 5, which concludes in Theorem 5.3. Its central idea is representing intersections
sparsely via assigning each b ∈ B repeatedly to one random a ∈ A it intersects until there is
none left and b is revealed.

Obtaining such a random disk of a given semi-dynamic set which intersects a query disk
is the main problem. We will build upon the dynamic lower envelope data structures by
Kaplan et al. Those maintain a dynamic set of hyperplanes [10, Section 7] or continuous
bivariate functions of constant description complexity [10, Section 8] in R3 under insertions
and deletions. Also, they support vertical ray shooting queries into their lower envelopes.
The second variant is an extension of the first, and the first is a slight extension of a data
structure by Chan [3]. We will briefly describe the first variant in Section 3.

The data structures use vertical k-shallow (1/r)-cuttings as their most integral part. Let
A(H) be the arrangement of hyperplanes H in R3. The k-level Lk of A(H) is the closure of
all points of

⋃
H with k hyperplanes of H strictly below. Then, L≤k is the union of the levels

until Lk. A vertical k-shallow (1/r)-cutting is a set Λ of pairwise openly disjoint prisms,
such that the union of Λ covers L≤k, the interior of each τ ∈ Λ is intersected by at most
|H|/r hyperplanes of H, and each prism is vertical (i.e. it consists of a triangle and all points
below it). Some or all points of a prism’s top may lie at infinity. The number of prisms is the
size of the cutting. Using the algorithm by Chan and Tsakalidis a vertical Θ(|H|/r)-shallow
1/r-cutting of size O(r) can be created in O(|H| log r) time [5]. The conflict list CL(τ) of a
prism τ is the set of all hyperplanes crossing its interior.

This notion can also be extended to bivariate functions. Then the regions are vertical
pseudo-prisms, where the top is limited by a pseudo-trapezoid part of a function [10, Section 3].

3 Vertical Ray Shooting Queries for Hyperplanes

First, we will construct a data structure for the simpler problem of sampling a random disk
containing a given point from a dynamic set of disks. Using linearization [1, 15] we can
transform this problem in R2 into the problem of sampling a hyperplane not above a given
point in R3. This allows us to build upon the data structure for hyperplanes by Kaplan et al.

Their data structure consists ofO(logn) static substructures of exponentially decaying size,
where n is the current number of hyperplanes. Substructures are periodically rebuilt similar
to the Bentley-Saxe technique [2] and the whole data structure after Θ(n) updates. Each
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q

τj−1τj
≥ 2j−1k0

≤ α2jk0

Figure 2 The situation after walking up for q and the number of hyperplanes of CL(τj) intersecting.

substructure of n′ elements consists of a hierarchy of vertical shallow cuttings {Λj}0≤j≤m+1
with m ∈ O(logn′). Let kj = 2jk0, nj be the number of planes in Λj+1, and k0, α be
constants. Λm+1 consists of a single prism covering all of R3. Λj for j < m+ 1 consists of a
vertical kj-shallow (αkj/nj)-cutting of the hyperplanes of Λj+1, with hyperplanes intersecting
too many prisms removed. Thus, the prisms of Λj cover L≤kj of the planes of Λj+1 and each
conflict list contains at most αkj hyperplanes. The removed hyperplanes are reinserted into
other substructures, such that each hyperplane is in a substructure’s Λ0. A substructure
requires O(n′ logn′) space and building it requires O(n′ log2 n′) time.

Vertical ray shooting queries are done via searching the Λ0 of all O(logn) substructures
for the prism intersecting the vertical line containing the given position in O(logn) time each.
Then, all obtained prisms are searched for the lowest plane along the line in O(logn) time.

Insertions are handled with a Bentley-Saxe approach via rebuilding multiple smaller
substructures into new substructures periodically. They require O(log3 n) amortized time.

Deletions are handled differently. In all substructures hyperplanes are only marked as
deleted and ignored in queries. As described above, queries per substructure are done in their
Λ0 only. Thus, the lowest non-deleted hyperplane along a given vertical line might not be
contained in the prism of Λ0 intersecting said line. It may require the corresponding prism
of Λ1 or an even higher Λj , as prisms from higher cuttings can intersect more hyperplanes.

To handle this, when deleting a hyperplane in a substructure all prisms containing it are
identified. For each such prism an individual counter is incremented. If it reaches a fraction
of f = 1

2α of the size of its conflict list, the prism and its hyperplanes are marked as purged
in the substructure. When hyperplanes are first marked as purged, they are also reinserted
into the data structure anew. Hyperplanes marked as purged are skipped in queries as well.

Consider prisms τ1, . . . , τm+1 from Λ1, . . . , Λm+1 intersecting a vertical line. The idea
behind the purging is that |CL(τj)| ≤ αkj and Λj−1 covers L≤kj−1 of the hyperplanes of
Λj , see Figure 2. Thus, a fraction of at least kj−1

αkj
= f of CL(τj) is intersected by τj−1. A

plane first appearing in CL(τj) then can only be the lowest along the vertical line if all from
CL(τj−1) have been deleted and thus a fraction of f of CL(τj) as well. Then, τj would have
been purged and its hyperplanes reinserted into other substructures. Also, each hyperplane
is contained in at most one substructure in Λ0 without being marked as purged or deleted.

Deletions require O(log5 n) amortized time and overall O(n logn) space is needed.

4 Sampling Hyperplanes

When at least a fraction of all hyperplanes in CL(τj) is intersected by any τj−1 and is not
marked as deleted, we can sample inside CL(τj) to get a non-deleted hyperplane intersecting
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τj−1 with a minimum probability. For this, we lower the purging threshold to f ′ = 1
4α .

I Lemma 4.1. The Kaplan et al. data structure for hyperplanes [10, Section 7] with f ′ = 1
4α

as purging threshold works as desired with the same asymptotic time and space bounds.

The correctness of the argument in Section 3 (and the proof by Kaplan et al. [10,
Lemma 7.6]) is unchanged, as prisms are just purged earlier. The run time analysis [10,
Lemma 7.7] requires an adjustment of constants only1, and the asymptotic space bound is
unaffected as well.

I Lemma 4.2. Given prisms τj of Λj and τj−1 of Λj−1 with j ≥ 1 from the same substructure
and intersected by the same vertical line. If τj not has been purged with threshold f ′ = 1

4α , at
least 1

4α |CL(τj)| of its hyperplanes are intersected by τj−1 and are not marked as deleted.

Proof. The prism τj−1 intersects at least kj−1 = 2j−1k0 hyperplanes of Λj in its interior, as
τj−1 is from a vertical kj−1-shallow cutting of the hyperplanes of Λj . Due to the vertical
line these hyperplanes must all be contained in CL(τj) as well. See Figure 2. Also, the prism
τj intersects at most αkj = α2jk0 hyperplanes, as it is built from a (αkj/nj)-cutting.

Thus, if τj has not been purged due to deletions, it must contain a fraction of

>
2j−1k0 − 1

4α · α2jk0

α2jk0
= 2j−2k0

α2jk0
= 1

4α (1)

non-deleted hyperplanes intersecting τj−1. J

Kaplan et al. [10] already observed the following. For each individual substructure, the
ceilings of the prisms of Λj form a polyhedral terrain Λj . Due to the removal of planes
between steps during creation the terrain Λj does not necessarily lie below Λj+1. Nevertheless,
the number of hyperplanes in Λj below any point is less or equal than the number in Λj+1.
This is in particular valid for those points in or above Λj .

To sample a hyperplane not above a given point we walk the Λj from j = 0 upwards. At
each step we locate the vertical prism which contains the point or has it above in O(logn)
time, as it is done in Λ0 in the original data structure. In case the point is located inside the
prism we stop, otherwise we continue. This allows us to apply Lemma 4.2. See Figure 2.

I Theorem 4.3. The lower envelope of hyperplanes in R3 can be maintained dynamically,
where each insertion takes O(log3 n) amortized time, each deletion takes O(log5 n) amortized
time, vertical ray shooting queries take O(log2 n) time, and sampling a random hyperplane
not above a given point takes O(log3 n) expected time, where n is the number of hyperplanes
when the operation is performed. The data structure requires O(n logn) storage.

Proof. We construct the data structure for hyperplanes by Kaplan et al. [10, Section 7]
with f ′ = 1

4α as the purging threshold and without their memory optimization (which we
omitted in Section 3). According to Lemma 4.1 the correctness and asymptotic bounds are
unchanged. We construct for all substructures for all Λj , j ≥ 1 point location data structures.
This requires O(n logn) storage and the run time can be subsumed in the respective creation
of the vertical shallow cutting.

Sampling a hyperplane not above a query point q then can be done as follows. For each
substructure the first Λj and corresponding τj are obtained where q is inside τj , as described

1 In the original proof b′ has to be chosen larger (e.g. b′ ≥ 8αb′′), as purging a prism τ releases
≥ ( b′4α − b′′)|CL(τ)| logN credits now.
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above. In case the prism was purged or the prism is τ0 and no non-deleted hyperplane lies
not above q, this substructure is skipped. This required O(log3 n) time altogether.

All hyperplanes of a substructure’s Λ0 not above q are contained in CL(τj). Hence, if all
substructures were skipped there is no hyperplane not above q. Otherwise, hyperplanes are
sampled from all prisms obtained simultaneously, until the result is not marked as deleted, is
not marked as purged in its substructure, and is contained in the substructure’s Λ0 (i.e. was
not removed during creation).

If we stopped at j ≥ 1, the top of τj−1 lies not above q, and we can apply Lemma 4.2.
Thus, each non-skipped conflict list contains a fraction of at least min(f ′, 1/k0) non-deleted
hyperplanes not above q. Recall that each non-deleted hyperplane is contained in exactly
one substructure in Λ0 without being marked as purged. Hence, each non-deleted hyperplane
is sampled with equal probability and each sampling returns with a probability of at least
min(f ′, 1/k0) · 1/O(logn) a valid hyperplane. Thus, we expect O(logn) samplings. J

I Corollary 4.4. Sampling a random disk in R2 containing a given point from a dynamic
set can be implemented with the bounds of Theorem 4.3.

5 Sampling Disks

Sampling a random disk intersecting a given disk requires another approach, as linearization
results in hyperplanes in R4. Instead, we sample via the distance functions the disks imply.

In addition to the hyperplane lower envelope data structure, Kaplan et al. describe how to
create shallow cuttings of totally defined continuous functions R2 → R of constant description
complexity [10, Theorem 8.1, Theorem 8.2]. Afterwards, they plug it as a black box into their
hyperplane data structure [10, Theorem 8.3]. Its analysis changes in values only. We adjust
the purging threshold and sample as before, while keeping bounds and correctness intact.
λs(n) is the maximum length of a Davenport-Schinzel sequence of order s on n symbols [13].

I Theorem 5.1. The lower envelope of totally defined continuous bivariate functions of
constant description complexity in R3, where the lower envelope of any subset has linear
complexity, can be maintained dynamically, where each insertion takes O(log5(n)λs(logn))
amortized expected time, each deletion takes O(log9(n)λs(logn)) amortized expected time,
vertical ray shooting queries take O(log2 n) time, and sampling a random function not above
a given point takes O(log3 n) expected time, where n is the number of functions when the
operation is performed. The data structure requires O(n log3 n) expected space.

Using this theorem we can finally sample disks intersecting a given disk and construct a
data structure for finding newly revealed disks after deletions.

I Corollary 5.2. A set of disks can be maintained dynamically and a random disk sampled
intersecting a given disk with the bounds of Theorem 5.1 with s = 6.

Proof. Let d be a disk with center cd and radius rd. Then we can represent the distance of any
point p ∈ R2 from this disk as additively weighted Euclidean metric with δ(p, d) = |pcd| − rd,
where | · | is the Euclidean distance. The distance functions of multiple disks form a lower
envelope of linear complexity [12] and have s = 6 [10, Section 9]. Hence, we can build the data
structure of Theorem 5.1 with s = 6 to maintain the distance functions δ(p, d) of all disks d.
A disk intersecting a given disk q then can be found via sampling a random function not above
the point ((cq)x, (cq)y, rq)T , as every function not above has δ(cq, d) = |cqcd| − rd ≤ rq. J
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I Theorem 5.3. Let A and B be sets of disks in R2. We can preprocess A and B, such
that elements can be inserted into or deleted from B and elements can be deleted from A

while detecting all newly revealed disks of B after each operation. Preprocessing A and B
and deleting n disks of A with detecting all newly revealed disks of B requires O(m log4 |A|+
|A| log5(|A|)λ6(log |A|)+n log9(|A|)λ6(log |A|)) expected time and O(|A| log3 |A|+m) expected
space, where m is maximum size of B. Updating B requires O(log3 |A|) expected time.

Proof. We repeatedly assign each b ∈ B randomly to an a ∈ A it intersects. New assignments
are made both initially and each time the previous assigned a ∈ A gets deleted, unless b got
revealed. Fix the deletion order a|A|, . . . a1. Each b ∈ B is reassigned after deleting ai ∈ A
with probability 1/i, assuming it intersects all ai. This results in an expected number of
≤ H|A| ∈ O(log(|A|)) reassignments per b ∈ B.

We manage A with the data structure of Corollary 5.2. Building it and assigning each
b ∈ B to an a ∈ A it intersects requires O(|A| log5(|A|)λ6(log |A|) + |B| log3 |A|) expected
amortized time. Each deletion in A requires O(log9(|A|)λ6(log |A|)) amortized time plus the
time for reassignments. These sum up to O(m log4 |A|) expected time. Updating B needs
O(log3 |A|) expected time. The space bound follows from Corollary 5.2. J
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Abstract
Simplifying graphs is a very applicable problem in computational geometry. Given a graph G and a
threshold δ, the minimum-complexity graph simplification problem asks for computing an alternative
graph G′ of minimum number of vertices and/or edges so that the distance between G and G′ is at
most δ. In this paper we propose several NP-hardness and algorithmic results depending on the
type of input/output graphs and the type of distance measures considered between them.

1 Introduction

Unlike curve simplification, simplifying higher structural input objects such as trees and
graphs has not been extensively studied in computational geometry. This problem has many
applications in Geographic Information Systems (GIS), image processing, mesh simplification,
molecular biology, etc. [3, 4, 7, 10]. There are a few works that set out to study approximating
a planar subdivision of a map with the minimum number of links under some topological
constraints [5, 8]. Several algorithms applied to GIS data are based on map schematization
[12] in which, roughly speaking, the main topological structure of the map remains the
same and paths with vertices of degree two become simplified. A generalization of map
schematization under topological constraints such as facet preservation, non-intersecting
boundary can be found in [6, 11].

Most of the map simplification problems under some topological constraints fall into
NP-hard and/or APX-hard classes of problems [5, 8]. There are many different variants of
the (graph) simplification induced by the input parameters/constraints such as the type of
the distance measure, e.g., Fréchet, Hausdorff distances, the direction (if the distance is not
symmetric) and the way of applying it (local vs. global), topological constraints (noncrossing,
facet maintenance), etc. Note that some distances are not symmetric, therefore it matters in
which direction the distance is applied. Our systematic study provides different variants of
the problem as the input and output vary between trees and graphs.

In this paper we study different variants of the following generic problem: Let δ > 0 be
a real, D(·, ·) be a distance measure, and G = (V,E) be a graph immersed in Rd, whose
edges in E are straight-line segments between the vertices in V . We aim to compute an
alternative graph G′, with the minimum-complexity (min-edge and/or min-vertex) satisfying
D(G,G′) ≤ δ. For instance, a minimum-edge graph-to-tree simplification from output to
input refers to a variant in which a graph is simplified by a tree when the distance is applied
from the output tree to the input graph. We consider two Fréchet-like distance measures
between graphs; the graph distance proposed in [1] and traversal distance in [2]. We will
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define these distances more formally below and we emphasize that none of these distances
are metric. In general, given two graphs G1 and G2 as the input, the problem of computing
the graph distance from G1 to G2 admits polynomial-time algorithm when G1 is tree and
G2 is a graph [1]. The problem becomes NP-hard when G1 and G2 are arbitrary graphs. Alt
et al. in [2] proposed an O(nm log2 nm) time algorithm to compute the traversal distance,
from G1 to G2, where n and m are the number of vertices of the two graphs.

Notations. Let P be a polygonal curve. We treat P as a continuous map P : [1, n]→ Rd,
where the i-th edge is linearly parameterized as P (i + λ) = (1 − λ)pi + λpi+1 with the
i-th vertex pi and λ ∈ [0, 1]. We write P [s, t] for the subcurve between P (s) and P (t) and
〈P (s)P (t)〉 for the link connecting them. Let G be an immersed graph in Rd. We denote
the set of vertices of G by V (G) and the set of edges by E(G). A continuous mapping
f : [0, 1]→ G is called a traversal of G if it is surjective, and a partial traversal of G if it is
not necessarily surjective. Given two curves P : [1, n]→ Rd and Q : [1,m]→ Rd, the Fréchet
distance between P and Q is defined as: F(P,Q) = inff,g maxt∈[0,1] ‖P (f(t)) − Q(g(t))‖,
where f : [0, 1]→ [0, n] and g : [0, 1]→ [0,m] are continuous, surjective, and non-decreasing
functions. In the definition above if f and g are not required to be non-decreasing functions,
then the obtained distance is called the weak Fréchet distance denoted by wF(P,Q).

Given two graphs G1, G2 immersed in Rd, their traversal distance [2] is: −→δT(G1, G2) =
inff,g maxt∈[0,1] ‖f(t)− g(t)‖, where f : [0, 1]→ G1 is a traversal of G1, that is a continuous
surjective function, and g : [0, 1]→ G2 is a partial traversal of G2 that is a continuous function
only. A graph mapping is a function s : G1 → G2 that (1) maps each vertex v ∈ V (G1)
to a point s(v) on an edge of G2, and (2) maps each edge 〈uv〉 ∈ E(G1) to a simple path
from s(u) to s(v) in the embedding of G2. The directed (strong) graph distance between
G1 and G2 is: −→δG(G1, G2) = infs:G1→G2 maxe∈E(G1) F(e, s(e)), and the (undirected) graph
distance between G1 and G2 is δG(G1, G2) = max(−→δG(G1, G2),−→δG(G2, G1)). Correspondingly,
the directed (weak) graph distance denoted by −−→δwG is obtained by replacing the F with wF in
the definition above.
Our results: We show that the min-edge graph-to-graph simplification under the graph
distances from input to output is NP-hard (Thm. 2.2). We show that this problem for input
and output trees is NP-hard when one has to map the leaves of the input to the output under
the graph and traversal distances (Thm. 3.1). If we flip the direction of the graph distance in
the latter variant, one can give an O(kn5) time algorithm (Thm. 4.2) where k is the number
of leaves of the of the input tree mapped from the output under the graph distance.

2 Minimum-Edge Graph-Graph Simplification

We prove that computing the minimum-edge graph-to-graph simplification under graph and
traversal distances from input to output is NP-hard. Note that in this section the simplified
graph is a subgraph of the input and it selects its vertices from the vertices of the input. We
reduce from a specific variant of Max-2SAT, in which the variable graph GF is a bipartite
graph, where F is a formula on the set of variables X = {X1, X2, · · · , Xn}, and the set of
clauses is C. We call this problem Bipartite-Max-2SAT. In the variable graph, nodes are
the variables in X and two nodes are connected if both belong to the same clause in C.

I Lemma 2.1. Bipartite-Max-2SAT is NP-hard.

Proof Sketch. Replacing every clause C = (x∨y∨z) in the 3-SAT formula with the following
16 clauses results in a bipartite variable graph: FC = (x̄∨ a)∧ (x̄∨ b̄)∧ (ȳ ∨ b)∧ (ȳ ∨ c̄)∧ (z̄ ∨
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c)∧ (z̄∨ ā)∧ (w̄∨d1)∧ (w̄∨d2)∧ (w̄∨d3)∧ (x∨ d̄1)∧ (y∨ d̄2)∧ (z∨ d̄3)∧ (x)∧ (y)∧ (z)∧ (w).
It is not hard to see that C is satisfied iff 13 clauses of FC are satisfiable. J

The reduction: Set δ = 1 and construct a graph G from GF as follows. G consists of two
types of gadgets; variable and clause gadgets. A variable gadget Xi has two vertices Ti and
Fi representing the two possible assignments to Xi. A clause gadget of (Xi ∨Xj) connects
two pairs of vertices of two variable gadgets, such that a clause can be simplified with exactly
two links if and only if it is satisfied by the corresponding assignment; see Figure 1.

Tj Fj

Ti Fi

1

1

Tj Fj

Ti Fi

1

1

(a)

(Xi ∨Xj)(b)

(X̄i ∨Xj)

1 + ε

1 + ε

Tj Fj

Ti Fi

Tj Fj

Ti Fi

ε

ε

θij

Lij

Figure 1 The clause gadgets. (a) is a clause gadget for (X̄i ∨ Xj). Note that any 2-link path
from Xi to Xj simplifies the gadget, except for the path from Ti to Fj which corresponds to an
assignment that does not satisfy the clause. In the case that the simplification uses this 2-link path,
an additional edge should be added (the red subgraph). (b) is a clause gadget for (Xi ∨Xj), and
thus using the 2-link path from Fi to Fj requires and additional link. The construction for (Xi ∨ X̄j)
and (X̄i ∨ X̄j) is symmetric.

Let GF = (X1∪̇X2, E), so X1∪̇X2 is a partition of the variables and GF is bipartite. Let
`1 and `2 be two lines parallel to the x-axis, and vertical distance L. We place the variable
gadgets belonging to X1 on `1 and those belonging to X2 on `2. Since GF is bipartite, each
clause gadget connects a variable from `1 to another variable from `2 (see Figure 2).

Now, we need to make sure that the edges of a clause gadget can be used (in the
simplification subgraph) only to “cover” the edges of that clause. For this, we choose a
sufficiently large L, and the variable gadgets are spaced apart at distance larger than 3 + ε

along `1 and `2. See the full version of the paper for further details.
I Theorem 2.2. The minimum-edge graph-graph simplification under the graph and traversal
distances is NP-hard.

3 Leaf-Restricted Tree-to-Tree Simplification from Input to Output

We now consider the case where 1-degree vertices of the input graph G are mapped to
1-degree vertices of the output simplification G′. Note that this restriction might be helpful
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`2

`1

T1 F1

T2 F2 T3 F3 T4 F4

T5 F5

� 3 + ε

� 3 + ε

� 3 + ε

Figure 2 A schematic representation of the thickened embedded variable graph induced by
(X1 ∨X2) ∧ (X1 ∨ X̄3) ∧ (X̄2 ∨ X̄5) ∧ (X4 ∨ X̄5) ∧ (X3 ∨X5). In this embedding, the type (a) and
type (b) clause gadgets are highlighted in orange and blue strips respectively.

in capturing the structure of the graph (see e.g. [1]). We show that given a graph G embedded
in R2 and a threshold δ, it is NP-hard to find a graph G′ with minimum number of vertices
such that −→δG(G,G′) ≤ δ, and every 1-degree vertex of G is matched to a 1-degree vertex of
G′. We call such a simplification G′ a leaf-restricted simplification. The following theorem
actually proves a stronger claim: finding a leaf-restricted simplification is NP-hard even for
the case where the input is a tree T , and even if we restrict our simplification to be a tree.
In addition, with a similar proof we can show that the problem under traversal distance is
NP-hard. More details will be given in the full version of this paper.

I Theorem 3.1. Given a tree T embedded in R2 and distance δ, finding a leaf-restricted
simplification for T under graph distance with minimum number of vertices is NP-Hard.

Proof Sketch. The proof is by a reduction from the unit disk cover problem (UDC): let P
be a finite set of points in R2, the goal is to find a minimal set D of unit disks such that for
any p ∈ P there exists some D ∈ D that contains p. Given an instance P of UDC, let R(P )
be the bounding box of P . Set δ = 1, and construct a tree T as follows: V (T ) = P ∪ {x} for
some point x which lies far enough from R(P ), and E(T ) = {〈px〉 | p ∈ P}. We will show
that there exists a solution D for P with k disks, if and only if there exists a leaf-to-leaf
simplification T ′ for T under graph distance with k + 1 vertices.
⇒: Let c1, . . . , ck be the centers of disks in D. Set V (T ′) = {x, c1, . . . , ck}, and E(T ′) =

{〈cix〉 | 1 ≤ i ≤ k}. Consider a mapping s that maps x to x and each vertex p ∈ V (T ) to
some vertex ci ∈ V (T ′) such that p is contained in the unit disk centered at ci. Now each
edge (x, p) ∈ E(T ) is mapped to an edge (x, ci) ∈ E(T ′), and thus the distance is at most 1.
⇐: Let s be the mapping function from T to T ′. Let C = {s(p) | p ∈ V (T ) \ {x}}, then

C ⊆ V (T ′) because T ′ is a leaf-restricted simplification and thus s matches each leaf p of T
to a leaf s(p) of T ′. Also, C contains at most k vertices because x is far enough from R(P ),
so there must be at least one vertex of T ′ which lies outside R(P ) and such that none of
the points of P is matched to it. Consider the unit disks centered around the points in C.
Clearly, D covers P . J

4 Leaf-Restricted Tree-to-Tree Simplification from Output to Input

In this section, we consider the (strong or weak) graph distance from output to input and
for a given set l = {l1, · · · , lk} of leaves with k ≥ 2 in the input tree T , we require that the
mapping of the graph distance bijects k distinct leaves of T ′ to the leaf set l in T . In this
section T ′ selects its vertices from V (T ). Without any restriction on the leaves, the problem
is trivial, as T ′ could consist of a single point.
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Now, consider the complete graph G induced by V (T ). The intersection of G with a
ball of radius δ centered at a vertex of V (T ) consists of several connected components. For
a vertex u ∈ T , let Cu be the set of all edges of connected components induced by the
intersection of G with the ball centered at u. Given a leaf set l = {l1, · · · , lk} in T , observe
that the problem for k = 2 is simply the simple path from the respective leaf to the root
which is a leaf in l. Relying on this observation we first compute the path from every leaf
to the root in T . The union of these paths forms the mapping subtree MT . A vertex where
multiple paths meet in MT is called an ancestor. We associate a pointer with each leaf to
point to the lowest common ancestor obtained earlier and we repeat the same process for the
new ancestors towards the root. The ancestors connected through pointers together result in
a tree called ancestor tree AT . An ancestor u is parent of v (v is child) if it is pointed to
by v in AT . The idea is to use DP to propagate the optimal simplified tree rooted at each
edge of every connected component c′ of every child to the connected component c of the
parent. For this, we associate a cost function ψ : [0, 1]→ N with each edge e, where ψ(e) is
the number of vertices in a minimum-edge simplified subtree rooted at e. For a connected
component c w.r.t. the parent u and c′ w.r.t. child v, we have the following recursive formula:

ψ(e) = min
E

∑

e′∈E

(
ψ(e′) + γ(e′, e)

)
, (1)

where E = {E1, E2, · · · , Ek′} with each edge Ei belonging to the edge set Ci, for all
1 ≤ i ≤ k′ where k′ is the number of children of u. Here, γ(e′, e) is the number of vertices on
the vertex-restricted minimum-vertex curve simplification of the path P [u, v] ∈MT computed
in [9]. Also for every leaf u ∈ l we set ψ(e) = 1. Figure 3 elaborates on the algorithm
described above.

I Lemma 4.1. Formula (1) returns the number of vertices in an optimal simplified tree T ′.

Proof. We use proof by induction. Suppose u is a leaf where u ∈ l. Obviously T ′ rooted at
e is a single-vertex tree. Therefore ψ(e) = 1. When u is an intermediate vertex, suppose
T ∗e is an optimal simplified tree rooted at e. Observe that T ∗e passes through a set of
edges E = {E1, · · · , Ek′} with Ei ∈ Ei. Therefore we have: ψ(e) = min

T ′
e

W(T ′e) = W(T ∗e ) =
∑
e′∈C

(W(T ∗e′) + W(P (e′, e))), where P is a the minimum-vertex path between e and e′. Note

that W(P (e′, e)) = γ(e′, e) by definition and W(T ∗e′) = ψ(e′) by the inductive hypothesis.
Thus we have: ψ(e) = W(T ∗e ) =

∑
e′∈E

(
ψ(e′) + γ(e′, e)

)
. Realize that missing any of the

connected components in E results in −→δG(T ′, T ) > δ. We therefore have: ψ(e) = W(T ∗e ) =
min
E

∑
e′∈E

(
ψ(e′) + γ(e′, e)

)
. J

I Theorem 4.2. There exists an O(kn5) time algorithm for the leaf-to-leaf tree simplification
from T ′ to T under the weak and strong graph distances, where T ′ selects its vertices in Rd.

Proof. First realize that |Cu| = |E(G)| = O(n2). Also computing MT takes O(kn) time.
The only remaining part is that to compute ψ(e) for all edges e of all connected components
c ∈ u and all ancestors u ∈ MT . Since |Cu| = O(n2) and there are O(k) vertices like u in
MT , thus there are O(kn2) starting points like e to compute γ(e, e′) for. Computing γ(e, e′)
takes O(n3) for all e′ following [9]. Overall, the algorithm takes O(kn5). J
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Figure 3 An illustration of the algorithm. (a) The input tree and the threshold δ. Here, k = 3.
(b) The shortcut graph (complete graph) G highlighted in pink. (c) Computing common ancestor
of the leaves, identifying the connected components of Cu highlighted in red. (d) Min-link path
simplification of P [li, u] highlighted in green, starting at li and ending at all combinations of all
edges in the connected components of Cu, for all i = 1, 2, 3. (e) The continuation of the min-link
path simplification of P [u, r] starting at edges in Cu and ending at r. (f) The resulting min-vertex
simplifiied tree in green.
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Abstract
We study variations of the Red-Blue Hitting Set (RBHS) problem. We first introduce a variation
of this problem in a set system, the Special-Red-Blue Hitting Set (SPECIAL-RBHS) problem.
We prove that, the SPECIAL-RBHS problem is APX-hard. Next, using this result, we show that
the RBHS problem is APX-hard for the following classes of objects in the plane: (i) rectangles
containing the origin of the plane, (ii) downward shadows of segments, (iii) axis-parallel strips, and
(iv) axis-parallel rectangles where every two rectangles intersect exactly either zero or four times.
Further, we prove that the RBHS problem is NP-hard for: (i) rectangles anchored on two parallel
lines and (ii) rectangles intersect a horizontal line. We also show that the RBHS problem can be
solved in polynomial time when the objects are axis-parallel infinite lines. On the contrary, we prove
that the RBHS problem is NP-hard when the objects are vertical lines and horizontal unit segments.
The latter result also ensures that the RBHS problem with axis-parallel unit segments is NP-hard.

1 Introduction

We study the following variation of the Hitting Set problem in a geometric setting.

Red-Blue Hitting Set (RBHS) Problem. We are given a set of points P in the
plane and two sets of objects R (red objects) and B (blue objects). The goal is to pick
a subset P ′ ⊆ P of points that hits all blue objects in B while hitting the minimum
number of red objects in R.

Researchers have studied variations of the Set Cover problem due to its numerous
applications and one of such variations is the Red-Blue Set Cover problem (RBSC ). The
problem was first introduced by Carr et al. [2] in a set system and proved that, unless
P=NP, the problem cannot be approximated within 2log1−δ n factor in polynomial-time, where
δ = 1

logc logn , for any constant c ≤ 1
2 and n is the number of sets in the set system. Chan

and Hu [4] first considered RBSC problem in geometric setting and proved that the problem
is NP-hard for axis-parallel unit squares and provided a PTAS for the same. Further, it is
known that the RBSC problem is APX-hard where the objects are axis-parallel rectangles
[10]. Dom et al. [7] studied the RBHS problem (in a set system) with consecutive ones
property. Based on whether the red set or blue set, or both satisfy the consecutive ones
property, they gave either NP-hardness proof or polynomial-time algorithm. In [5], Chang et
al. considered the same problem and gave an improved polynomial-time algorithm for the
RBHS problem when both red and blue sets satisfy the consecutive one property.

1.1 Our contributions
é We define a variation of the RBHS problem on set systems, the SPECIAL-RBHS problem,

and show that it is APX-hard. Using this result, we show that the RBHS problem is
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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APX-hard for several classes of objects (see the list in Theorem 2.2) (Section 2).
é We prove that the RBHS problem is NP-hard when the objects are (i) rectangles anchored

on two parallel lines and (ii) rectangles intersecting a horizontal line (Section 3).
é We show that the RBHS problem with axis-parallel lines is polynomial-time solvable. We

also show that the problem is NP-hard for vertical lines and horizontal unit segments. The
reduction implies that the problem is NP-hard for axis-parallel unit segments (Section 4).

1.2 Preliminaries
Monotone 3-SAT (M3SAT) problem. In a CNF formula, a clause is said to be negative
if all its literals are negatively present in that clause. Otherwise, if all it’s literal are positively
present, then the clause is called a positive clause. In Monotone 3-SAT (M3SAT) problem,
a 3-CNF formula φ is given, where each clause is either positive or negative and contains
exactly three literals, the objective is to decide whether φ is satisfiable.

It is known that the M3SAT problem is NP-complete [8]. Consider a planar embedding of
the M3SAT problem, called the Planar Monotone Rectilinear 3-SAT (PMR3SAT) problem
that is known to be NP-hard [6].
Planar Monotone Rectilinear 3-SAT (PMR3SAT) problem [6]. In this problem, for
each variable or clause, a segment is considered. The variable segments are on a horizontal
line L ordered from left to right. The positive (resp. negative) clause segments are placed
below (resp. above) the line L and they are in different levels in the y-direction. Each clause
connects to the three literals it contains by vertical connections. Finally, the embedding is
drawn in such a way that it becomes planar. An instance of the problem is given in Figure 1.

2 APX-hardness Results for the RBHS Problem

We show that the RBHS problem is APX-hard for several classes of objects. First, we
introduce the SPECIAL-RBHS problem and show that it is APX-hard. Next, we give an
encoding for each class from an instance of the SPECIAL-RBHS problem.

Special-Red-Blue Hitting Set (SPECIAL-RBHS) Problem:
Let (U,X) be a range space, and U = S ∪ T , where S = {s1

i , s
2
i , s

3
i | i = 1, 2, . . . , n} and

T = {t1p, t2p, t3p, t4p | p = 1, 2, . . . ,m} are the sets of elements. Further, X = R ∪B, where
R and B are the collections of, red and blue, subsets of U , respectively, such that

1. Each element in U belongs to exactly one set in R and exactly one set in B.
2. For each i = 1, 2, . . . , n, the set R contains a subset {s1

i , s
2
i , s

3
i } ⊆ S.

3. For each p = 1, 2, . . . ,m, there exist two integers i and j, where 1 ≤ i < j ≤ n, such
that X contains five subsets {ski , t1p}, {t1p, t2p}, {t2p, t3p}, {t3p, t4p}, and {t4p, sk

′
j } of U for

some k, k′ ∈ {1, 2, 3}. Further, the sets {ski , t1p}, {t2p, t3p}, and {t4p, sk
′
j } are in B and

the sets {t1p, t2p} and {t3p, t4p} are in R.

The goal is to find a subset U∗ ⊆ U of elements that hits all the sets in B while
hitting the minimum number of sets in R.

I Theorem 2.1. The SPECIAL-RBHS problem is APX-hard.

Proof. We give an L-reduction [9] from an APX-hard problem, the vertex cover problem
on cubic graphs [1] to the SPECIAL-RBHS problem. Let G = (V,E) be a cubic graph
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Figure 1 An instance of the Rectilinear Planar Monotone 3-SAT problem.

where V = {v1, v2, . . . , vn} and E = {e1, e2, . . . , em}. We generate an instance (U,X) of the
SPECIAL-RBHS problem as follows:

1. For each vertex vi ∈ V , take three elements s1
i , s

2
i , s

3
i in S. Thus, S = {s1

i , s
2
i , s

3
i | i =

1, 2, . . . , n}. Further, for each vertex vi ∈ V , place a set {s1
i , s

2
i , s

3
i } in R.

2. For each edge ep ∈ E, consider four elements t1p, t2p, t3p, and t4p in T . Thus, T =
{t1p, t2p, t3p, t4p | p = 1, 2, . . . ,m}.

3. For each edge ep = (vi, vj) ∈ E where 1 ≤ i < j ≤ n do the following:
a. Let k be a positive integer, 1 ≤ k ≤ 3, (resp. k′, 1 ≤ k′ ≤ 3) such that ep be the k-th

(resp. k′) edge incident on vi (resp. vj) in the order e1, e2, . . . , em.
b. Consider five subsets {ski , t1p}, {t1p, t2p}, {t2p, t3p}, {t3p, t4p}, {t4p, sk

′
j } of S ∪ T . Place the

sets {ski , t1p}, {t2p, t3p}, {t4p, sk
′
j } in B and place sets {t1p, t2p} and {t3p, t4p} in R.

4. Finally, we have U = S ∪ T and X = R ∪B.

Let V ∗ ⊆ V be an optimal vertex cover of G and U∗ ⊆ U be an optimal hitting set for
the instance of the SPECIAL-RBHS problem i.e., the elements in U∗ hit all sets in B but
hit the minimum number of sets in R. Let R∗ be the set of subsets of R that are hit by
elements in U∗. In the following, we first show that |R∗| = |V ∗|+ |E|. Initially, let U∗ = ∅.

Let ep = (vi, vj) be an edge in the graph G where 1 ≤ i < j ≤ n. To cover the edge ep,
at least one of vi and vj is in V ∗. There are three possible cases:

(i) Both vi, vj ∈ V ∗: Pick both ski and sk′j into U∗ and exactly one of t2p and t3p into U∗.
(ii) vi ∈ V ∗ and vj /∈ V ∗: Pick ski into U∗. Further, pick both t3p and t4p into U∗.
(iii) vi /∈ V ∗ but vj ∈ V ∗: Pick sk′j into U∗. Further, pick both t1p and t2p into U∗.

In each case above, the elements picked from T into U∗ hit exactly one set in R and
further these sets do not hit by any element picked in U∗ from set S. By following the above
procedure for all the edges in G, we can obtain an optimal solution U∗ ⊆ U for the instance
of SPECIAL-RBHS problem with |R∗| = |V ∗|+ |E|. Since G is a cubic graph, |V ∗| ≥ 1

3 |E|.
Thus, |R∗| ≤ 4|V ∗|. Hence, in the definition of L-reduction, α = 4.

Let U1 ⊆ U be a solution to the SPECIAL-RBHS problem. Let R1 ⊆ R be the set of
subsets that are hit by elements in U1. Note that one can obtain a vertex cover V1 ⊆ V of
size at most |R1| − |E|. Therefore, ||V1| − |V ∗|| ≤ ||R1| − |E| − |V ∗|| ≤ ||R1| − |R∗||, implies
β = 1 in definition of L-reduction. Therefore, SPECIAL-RBHS is APX-hard. J

I Theorem 2.2. The RBHS problem is APX-hard for (O1) Axis-parallel rectangles where
each pair of rectangles intersect exactly zero or four times, (O2) Axis-parallel strips, (O3)
Rectangles containing the origin of the plane and (O4) Downward shadows of segments.
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Proof. O1: We place the points s1
1, s

2
1, s

3
1, s

1
2, s

2
2, s

3
2, . . . , s

1
n, s

2
n, s

3
n on a horizontal line in the

same order from left to right such that for each i = 1, 2, . . . , n, s1
i , s

2
i , and s3

i are close to each
other (Figure 2). We place a rectangle that covers only s1

i , s
2
i , and s3

i (Figure 3a). There
is a sufficient gap between the points corresponding to different i’s (Figure 2) and this gap
is used to place the points t2p and t3p, for p = 1, 2, . . . ,m. Further, for each p = 1, 2, . . . ,m,
there is a dedicated region in which we place the points t1p, t2p, t3p, and t4p (Figure 2). The
placement of t1p, t2p, t3p, and t4p and the respective rectangles is shown in Figure 3a.
O2: The encoding is similar to class O1 (Figure 3b) except the placement of s1

1, s
2
1, s

3
1, . . . ,

s1
n, s

2
n, s

3
n. For each i = 1, 2, . . . , n, the tuples of points s1

i , s
2
i , and s3

i are placed in an
increasing stair-case fashion from bottom to top. The placement of other points is the same
as in the case of O1.
The encoding for O3 and O4 is similar to the embedding in [3] (see Figure 3c and 3d). J

Figure 2 Outline of placement of points.

3 The RBHS Problem: Rectangles anchored on two parallel lines

We prove that the RBHS problem with rectangles anchored on two parallel lines (RBHS-
RATL problem) is NP-hard by giving a reduction from PMR3SAT problem. Let φ be an in-
stance of the PMR3SAT problem with n variables x1, x2, . . . , xn andm clauses C1, C2, . . . , Cm.
Below we construct an instance Hφ of the RBHS-RATL problem from φ as follows.
Variable gadget: The gadget for the variable xi is shown in Figure 4. Let L1 and L2
be two horizontal lines. There are 4m + 2 points {pi1, pi2, . . . , pi4m+2} that form a circular
structure. Also, there are 4m+2 blue rectangles {bi1, bi2, . . . , bi4m+2} and 4m+2 red rectangles
{ri1, ri2, . . . , ri4m+2}. The 2m+1 blue rectangles {bi1, bi2, . . . , bi2m+1} and 2m+1 red rectangles
{ri1, ri2, . . . , ri2m+1} are anchored on L1 and the remaining blue and red rectangles are anchored
on L2. The blue rectangle bij covers two points pij−1 and pij , for 1 ≤ j ≤ 4m+ 2 (assuming
pi0 as pi4m+2) and the red rectangle rij covers the point pij , for 1 ≤ j ≤ 4m + 2. It is clear
that there are two sets; P i1 = {pi1, pi2, . . . , pi4m+1} and P i2 = {pi2, pi4, . . . , pi4m+2}; such that
each of them hits all the blue rectangles and minimum number (2m+ 1) of red rectangles.
The set P i1 represents that the variable xi is false and the set P i2 represents that xi is true.
Clause gadget: For each clause gadget, we take a blue rectangle. If the clause is positive
(resp. negative), then the top (resp. bottom) boundary of the rectangle coincides with the
clause segment, and the bottom (resp. top) boundary coincides with L1 (resp. L2). See
Figure 5 for a schematic diagram of clause gadgets and its placement with respect to the
variable gadgets for the instance of the PMR3SAT problem in Figure 1.
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(a) (b)

(c)
(d)

Figure 3 The encoding of sets {sk
i , t1

p}, {t1
p, t2

p}, {t2
p, t3

p}, {t3
p, t4

p}, and {t4
p, sk′

j } for k = 2 and
k′ = 1 for classes, (a) Class O1, (b) Class O2, (c) Class O3, and (d) Class O4.

Figure 4 Structure of a variable gadget

Placement of clause gadgets with respect to variable gadgets: There are two lines
L1 and L2. Each variable segment is replaced with a variable gadget and each clause segment
is replaced with a rectangle. Now we describe the placement of the clause gadgets. For
variable xi, order the connections of positive clauses left to right that connect xi. Let C`
be a positive clause that connects to xi through the t-th connection according to this order,
then we say that C` is the t-th clause for xi. A similar description can be given for negative
clauses by looking at the PMR3SAT embedding (Figure 1) upside down.

Let C` be a positive clause that contains xi, xj , and xk. Further, assume that C` is
the t1-th, t2-th, and t3-th clause for variables xi, xj , and xk, respectively. Then, we shift
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Figure 5 A schematic structure of the variable and clause gadgets and their interconnection.

the three point pi2t1 , p
j
2t2 , and p

k
2t3 vertically downwards from the variables xi, xj , and xk,

respectively, along the top boundary of b` (see Figure 6).

Figure 6 A clause gadget and its interaction with variable gadgets.

It is clear that the construction can be done in polynomial-time (in n and m).

I Theorem 3.1. The RBHS-RATL problem is NP-hard.

A modification to above construction ensures that the RBHS problem with rectangles
stabbing a horizontal line (RBHS-RSHL problem) is NP-hard.

4 The RBHS problem with Lines and Segments

We first note that the RBHS problem with infinite axis-parallel lines can be solved in
polynomial time by reducing the problem to the weighted edge cover problem in bipartite
graphs. In the below, we prove that the RBHS problem with vertical lines and horizontal
segments (RBHS-VLHS problem) is NP-hard. We give a reduction from the M3SAT prob-
lem. We generate an instance Hφ of the RBHS-VLHS problem from an instance φ of the
M3SAT problem as follows.
Variable gadget: For the variable xi, the gadget (Figure 7) consists of 4m + 4 blue
segments {bi1, bi2, . . . , bi4m+4}, 4m + 4 red segments {ri1, ri2, . . . , ri4m+4}, and 4m + 4 points
{pi1, pi2, . . . , pi4m+4}. The 2m + 1 blue segments {bi2, bi3, . . . , bi2m+2}, 2m + 2 red segments
{ri1, ri2, . . . , ri2m+2}, and 2m+2 points {pi1, pi2, . . . , pi2m+2} are on a horizontal line. The 2m+1
blue segments {bi2m+4, b

i
2m+5, . . . , b

i
4m+4} and the 2m+ 2 red segments {ri2m+3, r

i
2m+4, . . . ,

ri4m+4}, and 2m + 2 points {pi2m+3, p
i
2m+4, . . . , p

i
4m+4} are another horizontal line. There

are two blue vertical lines bi1 and bi2m+3. We place the blue and red segments, and points in
such a way that the point pij hits exactly two blue segments bij and bij+1 and exactly one red
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segment rij , for 1 ≤ j ≤ 4m+ 4 (assuming bi4m+5 = bi1) (Figure 7). Observe that, there are
exactly two sets of points; P i1 = {pi1, pi3, . . . , pi4m+3} and P i2 = {pi2, pi4, . . . , pi4m+4} such that
each of the set of points hits all the blue segments and half (i.e., 2m+ 2) of the red segments.
We assume that, the set P i1 interprets xi to be false and P i2 interprets xi to be true.

Figure 7 Schematic construction of an instance of the RBHS-VLHS problem from an instance of
the PMR3SAT problem. Here, the strip G1 is magnified at the left side of the figure. A similar
structure as G1 is there inside the strip G2.

Overall structure: The overall structure of the construction is shown in Figure 7. The
variable gadgets are placed vertically one after another in an identical way (i.e., all the j-th
point; except 1-st, (2m + 2)-th, (2m + 3)-th, and (4m + 4)-th; from n variables are on a
vertical line, and left end points of j-th segment, except 1-st and (m+ 3)-th), are also on
a vertical line. There are two regions G1 and G2 at the extreme left and extreme right of
the construction. In the region G1, m blue vertical lines {b1

1, b
2
1, . . . , b

m
1 } are arranged in a

order from left to right. Similarly, in G2, m blue vertical lines {b1
2m+3, b

2
2m+3, . . . , b

m
2m+3} are

arranged in a order from left to right. To the right of the point pi2` (resp. pi2`+1) there is a
dedicated region g`+ (resp. g`−) where the gadget of C` is placed, 1 ≤ ` ≤ m.
Clause gadgets and its placement: Let C` be a negative clause that contains variables
xi, xj , and xk. For C`, the gadget consists of a single vertical line b`. The line b` is placed
inside the region g`−. The 3 points pi2`+1, p

j
2`+1, and pk2`+1 are shifted horizontally and placed

inside g`− (see Figure 7). If C` is positive the construction is similar use the region g`+.
This completes the construction and the construction can be made in polynomial (in n

and m) time. We conclude the following theorem.

I Theorem 4.1. The RBHS-VLHS problem is NP-hard.

Axis-parallel unit segments: In the above construction the horizontal segments are unit
length. If we vertically compress the construction then vertical lines becomes unit segment.
Therefore, we conclude that the RBHS problem is NP-hard for axis-parallel unit segments.
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Abstract
We consider the Euclidean 2-center problem for a set of n disks in the plane: find two smallest
congruent disks such that every disk in the set intersects at least one of the two congruent disks. We
present a deterministic algorithm for the problem that returns an optimal pair of congruent disks
in O(n2 log3 n/ log log n) time. We also present a randomized algorithm with O(n2 log2 n/ log log n)
expected time. These results improve the previously best deterministic and randomized algorithms,
making a step closer to the optimal algorithms for the problem.

1 Introduction

We consider a generalization of the 2-center problem [1, 4, 7, 8] in which given a set D of n
disks of nonnegative radii in the plane, find two smallest congruent disks C1 and C2 satisfying
D ∩ (C1 ∪ C2) 6= ∅ for every D ∈ D. We call this problem the 2-center problem on disks.

Ahn et al. [2] gave a deterministic algorithm for the problem with O(n2 log4 n log logn)
time and a randomized algorithm with O(n2 log3 n) expected time. They showed that their
algorithms also work for the restricted 2-cover problem on disks (every disk is contained
in one of two smallest congruent disks) and the 2-piercing problem on disks (every disk is
pierced by one of two optimal points) in the plane. See Figure 1 for an illustration.

(a) (b) (c)

C1 C2

C2

C1

p1 p2

Figure 1 (a) The disk 2-center problem on disks: every input disk intersects C1 ∪ C2. (b) The
restricted disk 2-cover problem on disks: every disk is fully contained in C1 or C2. (c) The 2-piercing
problem on disks: every disk intersects p1 or p2.

∗ This research was partly supported by the Institute of Information & communications Technology
Planning & Evaluation(IITP) grant funded by the Korea government(MSIT) (No. 2017-0-00905,
Software Star Lab (Optimal Data Structure and Algorithmic Applications in Dynamic Geometric
Environment)) and (No. 2019-0-01906, Artificial Intelligence Graduate School Program(POSTECH)).
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Our results. We present a deterministic algorithm with O(n2 log3 n/ log logn) time and a
randomized algorithm with O(n2 log2 n/ log logn) expected time for the 2-center problem
and the restricted 2-cover problem on n disks in the plane. This improves the previously
best known algorithm by more than O(logn) factor. Our deterministic algorithm also works
on the 2-piercing problem with O(n2 log2 n/ log logn) time.

For a disk D, the disk inflated by real value r ≥ 0 from D, denoted by D(r), is centered
at the center of D and its radius is the radius of D plus r. We use a dual arrangement
A of the disk centers and construct a dual directed tree TE of A. Our sequential decision
algorithm traverses the tree in directions of inserting inflated disks one by one and finds the
centers. Our sequential decision algorithm works as follows.
1. Construct a point-line dual arrangement A of the disk centers such that each face of A

represents the inflated disks whose centers lie in one side of a line in primal space.
2. Construct a directed tree TE such that there is a one-to-one correspondence between the

tree nodes and the faces of A, and each edge is directed from a node to a neighboring
node of lower level in A.

3. Construct a collection Tt of t-ary search trees that, given a face f in A, returns
O(logn/ log logn) regions whose common intersection is the intersection of the inflated
disks represented by f .

4. Check for each face f while traversing TE if the inflated disks represented by f have a
nonempty intersection and the remaining inflated disks also have a nonempty intersection,
using Tt and an insertion-only convex programming.

Our deterministic algorithm uses Cole’s parametric search [5] with anO(n2 log2 n/ log logn)-
time sequential decision algorithm and an O(logn)-time parallel decision algorithm using
O(n2 log2 n/ log2 logn) processors, after O(n2 log3 n/ log logn)-time preprocessing. The im-
provement of the sequential decision algorithm comes from the insertion-only convex pro-
gramming and the data structure Tt. The parallel decision algorithm constructs Tt in the
preprocessing phase and the convex programming runs in parallel. Putting them together
using Cole’s parametric search, we get an O(n2 log3 n/ log logn)-time algorithm. A random-
ized algorithm with O(n2 log2 n/ log logn) expected time can be obtained by combining our
sequential decision algorithm and Chan’s randomized optimization technique [3].

2 Preliminaries

I Observation 2.1 (Observation 1 in [2]). Let (C1, C2) be a pair of optimal covering disks.
Let ` be the bisector of the segment connecting the centers of C1 and C2. Then, Ci ∩D 6= ∅
for every D ∈ D whose center lies on the same side of ` as the center of Ci, for i = {1, 2}.

For a line ` in the plane, let B` be a bipartition of D to D` and Dc` = D \ D`, where D` is
the set consisting of disks in D with centers lying strictly below `. Based on Observation 2.1,
B` defines a subproblem consisting of two 1-center problems such that the smallest radius
for the subproblem is the larger one of the two radii from the 1-center problems.

Given a real value r ≥ 0, the decision 2-center problem on D is to determine whether
r ≥ r∗, where r∗ is the radius of the two smallest congruent disks of the 2-center problem on
D. Let D(r) be the set of the inflated disks D(r) of disks D ∈ D. Then the decision 2-center
problem on D with radius r reduces to the 2-piercing problem on D(r).

Given compact convex subsets in the plane, each representing a constraint, and an
objective function, a point that satisfies the constraints and minimizes the objective function
value can be found using convex programming. There are two types of primitive operations:
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finding the leftmost feasible point of two constraints, and determining whether a given point
is contained in a constraint. Convex programming can be used to determine whether the
intersection of input convex sets is empty or not.

I Lemma 2.2. A problem with k convex constraints can be solved in O(Tc + log k) time
using convex programming, with O(k2) processors, where Tc denotes the time per primitive
operation.

I Lemma 2.3. Given a convex program with k constraints and the leftmost point v∗ of
the intersection of the constraints, the operation of adding a new constraint to the convex
programming can be handled such that the leftmost point in the intersection of the k + 1
constraints can be found in O(kTc) time, where Tc denotes the time per primitive operation.

In the following, we consider the 2-piercing problem on inflated disks in D(r).

3 The 2-piercing Problem on Disks

We present an algorithm for the 2-piercing problem on a set E = {E1, E2, . . . , En} of n disks
in the plane. For a disk set X, let I(X) denote the intersection of the disks in X. If there is
a bipartition B` such that both I(E`) and I(Ec` ) are nonempty, the 2-piercing problem on E
has the solution, where E` is the set consisting of disks in E with centers lying strictly below
`, and Ec` = E \ E`. For each bipartition B`, we perform the emptiness test which determines
whether I(E`) 6= ∅ and I(Ec` ) 6= ∅.

(b) (c) (d)(a)

E2

E1

E3 c̄1

c̄2 c̄3

3

2

1

1

0

2

1

E1

E1 E1

E2

E2

E2

E3

E3

E3

3

2

1

1

0

2

1

E1

E1 E1

E2

E2

E3

c2

c1 c3

Figure 2 (a) Three disks E1, E2, E3 with centers at c1, c2, c3 in the plane. (b) Three dual lines
c̄1, c̄2, c̄3 form the dual arrangement of the centers of disks in (a). (c) Dual graph GE of the dual
arrangement A. The level of a node in GE is the level of its corresponding face in A. (d) Directed
tree TE from dual graph GE .

We construct the dual arrangement A for the centers of the disks in E by the following
point-line duality transform: For a point p := (px, py) in the primal plane, its dual p̄ is the
line p̄ := (y = pxx− py) in the dual plane. Likewise, for a line ` : y = `xx+ `y in the primal
plane, its dual ¯̀ is the point ¯̀ := (`x,−`y) in the dual plane. See Fig. 2(a,b). The duality
transform preserves incidence (p ∈ ` if and only if ¯̀∈ p̄) and order (p lies above ` if and only
if ¯̀ lies above p̄) [6]. Thus, A is the arrangement induced by n lines in the dual plane, each
of which is the dual of the center of an input disk. The level of a point in A is the number of
lines in A lying on or below the point. For a face f of A, let ¯̀be a point in f but not on the
upper boundary chain of f . We define the level of f to be the level of ¯̀. Let Ef denote the
set of the disks in E such that the dual lines of their centers lie strictly above ¯̀. Observe
that Ef = E`, and let Ecf = E \ Ef . Thus, they form the bipartition of the centers of input
disks induced by ` in the primal plane.
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3.1 Dual Directed Tree
Let GE be a directed acyclic graph such that there is a one-to-one correspondence between the
nodes of GE and the faces in A, and two nodes u,w of GE are connected by a directed edge
(u,w) from u to w if and only if the faces fu and fw corresponding to u and w, respectively,
share a boundary edge and the level of fu is larger than the level of fw. There is a one-to-one
correspondence between the bipartitions and the nodes of GE . For a node u in GE , let
Eu = Ef for face f of A corresponding to u, and let Ecu = E \ Eu. For each edge (u,w) of
GE , Ew \ Eu consists of exactly one disk, and (u,w) corresponds to the disk in Ew \ Eu. In
Fig. 2(c), each directed edge is labeled with the disk corresponding to the edge.

Let vr be the node of GE that has no incoming edge. We construct from GE , a directed
tree TE rooted vr that spans all vertices of GE , by choosing only one incoming edge for each
node of GE . See Fig. 2(d). For two nodes u,w, let p(u,w) denote the directed path from u

to w in TE , if exists.

3.2 t-ary Search Trees
Let t be a parameter to be set later. For each leaf node v of TE , we construct a t-ary search
tree Tt(v) in bottom-up manner such that the leaf nodes are ordered from left to right, each
corresponding to an edge in p(vr, v) in order from vr to v, the leftmost t leaf nodes have the
same parent node and the next t leaf nodes have the same parent node, and so on. This
process goes recursively to higher levels, and Tt(v) has height h = O(logt n). See Fig. 3.

The path p(vr, v) represents a sequence of disks, each corresponding to an edge of the
path. The data structure Tt(v) supports queries that given a path p(vr, w) for a node w in
p(vr, v), returns h = O(logt n) subpaths that together form p(vr, w), and h intersections of
disks, each corresponding to a subpath.

We construct a collection of t-ary search trees, one for each leaf node of TE , avoiding
duplications of nodes as follows. First, we apply depth-first search (DFS) at vr of TE , which
gives us an order of the edges of TE , traversed by DFS. These edges are the leaf nodes of the
collection, ordered from left to right following the order by DFS. Then we construct t-ary
trees, in the order of the leaf nodes of TE visited by DFS. For two leaf nodes v, v′ with v
visited before v′, let vsplit denote the lowest common ancestor node of p(vr, v) and p(vr, v′).
Then the path p(vr, vsplit) is the longest common subpath of the paths. To avoid duplications,
Tt(v′) simply maintains a pointer to the part of Tt(v) corresponding to p(vr, vsplit) with
respect to t value, instead of constructing the part again. Let Tt denote the collection of all
t-ary search trees. See Fig. 3(b) for an illustration.

3.3 Intersections of Disks for Paths
For a path p(u,w), let I(u,w) denote the intersection of the disks corresponding to p(u,w).
Observe that I(vr, w) = I(Ew). For a node ν in Tt(v), let ν− be the left sibling node of
ν, ν+ the node next (right) to ν at the same level, and rc(ν) the rightmost child node
of ν in Tt(v). The leaf node ν of Tt(v) corresponding to an edge e of p(vr, v) stores the
intersection I(ν) = I(ν−) ∩De if ν− is defined, and I(ν) = De otherwise, where De is the
disk corresponding to e. A nonleaf node ν stores I(ν) if the subtree rooted at ν+ is a perfect
t-ary tree. We set I(ν) = I(ν−) ∩ I(rc(ν)) if ν− is defined, and I(ν) = I(rc(ν)) otherwise.
See Fig. 3(b) for an illustration.

For a node ν, if I(ν) is stored at ν, I(ν) = I(w,w′) for path p(w,w′) such that the edge
of p(w,w′) incident to w corresponds to the leftmost leaf node in the subtree rooted at the
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Figure 3 (a) Dual directed tree TE . (b) T2 for all leaf nodes in TE . T2(6) is constructed on p(0, 6)
(thick path in (a)). Blank nodes in trees store no intersection of disks.

parent node of ν, and the edge of p(w,w′) incident to w′ corresponds to the rightmost leaf
node in the subtree rooted at ν. Thus, I(ν) =

⋂
De for all edges e in p(w,w′).

I Lemma 3.1. Given a real value r ≥ 0, we can construct Tt together with the intersections
of disks stored at nodes in O(tn2 logt n) time using O(tn2 logt n) space.

I Lemma 3.2. Given a node w in TE , we can find a set W of O(logt n) nodes in Tt such
that ∩ν∈WI(ν) = I(Ew).

3.4 Algorithm
If there is a node u ∈ TE such that both I(Eu) and I(Ecu) are nonempty, then the 2-
piercing problem has a solution. Using Tt (Lemma 3.1 and Lemma 3.2), convex pro-
gramming (Lemma 2.3) and setting t = logε n, we can solve the 2-piercing problem in
O(n2 log2 n/ log logn) time using O(n2 log1+ε n) space for any constant 0 < ε ≤ 1.

I Theorem 3.3. Given a set of n disks in the plane, we can compute two points p1 and p2 such
that every input disk contains p1 or p2 in O(n2 log2 n/ log logn) time using O(n2 log1+ε n)
space for any constant 0 < ε ≤ 1.

4 The 2-center Problem on Disks

Our algorithms use parametric search which requires a sequential decision algorithm and a
parallel decision algorithm.

4.1 Sequential Decision Algorithm
By solving the 2-piercing problem on the inflated disk in D(r), we can solve the decision
2-center problem with a given value r on D.

I Theorem 4.1. Given a set of n disks in the plane and a real value r ≥ 0, we can determine
whether there are two congruent disks C1 and C2 of radius r such that every input disk
intersects C1 or C2 in O(n2 log2 n/ log logn) time using O(n2 log1+ε n) space for any constant
ε with 0 < ε ≤ 1.

EuroCG’21
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4.2 Parallel Decision Algorithm
We first describe a sequential preprocessing algorithm for finding an interval (r1, r2] such
that r1 < r∗ ≤ r2 and Tt has the same combinatorial structure for any r ∈ (r1, r2], that is,
for each intersection stored at nodes of Tt, the circular arcs along the boundary are in the
same order. The preprocessing consists of the construction of Tt for all r ≥ 0 and binary
search to find the interval (r1, r2]. To do this, we consider frustum Fi instead of Di(r) such
that intersection of Fi and the plane z = r is Di(r), for i = 1, ..., n.

I Lemma 4.2. Given a set of n disks in the plane, we can construct Tt for all r ≥ 0 in
O(tn2 log2

t n · log t) time. The space complexity of Tt for all r ≥ 0 is O(tn2 logt n).

I Lemma 4.3. Given a set of n disks in the plane, we can find an interval (r1, r2] in
O(n2 log3 n/ log logn) time such that r1 < r∗ ≤ r2 and Tt has the same combinatorial
structure for any r ∈ (r1, r2] and for t = O(logn).

From the sequential preprocessing, we get Tt for an interval (r1, r2] such that it has the
same combinatorial structure for any r ∈ (r1, r2] and r∗ ∈ (r1, r2]. Using Tt and Lemma 2.2,
we parallelize the process of determining I(Eu) = ∅ and I(Ecu) = ∅ for all nodes u ∈ TE .

I Theorem 4.4. Given a set of n disks in the plane and a real value r ≥ 0, we can
determine whether there are two congruent disks C1 and C2 of radius r such that every
input disk intersects C1 or C2 in O(logn) time using O(n2 log2 n/ log2 logn) processors, after
O(n2 log3 n/ log logn)-time preprocessing.

4.3 Optimization Algorithms
We apply Cole’s parametric search [5] to obtain an O((P +Ts)(Tp+logP ))-time deterministic
algorithm, with our Ts-time sequential decision algorithm and our Tp-time parallel decision
algorithm using P processors. Here Ts = O(n2 log2 n/ log logn), Tp = O(logn) and P =
O(n2 log2 n/ log2 logn). Thus, our deterministic algorithm runs inO(n2 log3 n/ log logn) time.
In addition, we apply Chan’s randomized optimization [3] to obtain an O(n2 log2 n/ log logn)
expected time algorithm using our sequential decision algorithm.

I Theorem 4.5. Given a set D of n disks in the plane, we can compute two smallest congruent
disks C1 and C2 such that each disk in D intersects C1 ∪ C2 in O(n2 log3 n/ log logn) time.
A randomized algorithm takes O(n2 log2 n/ log logn) expected time.

I Corollary 4.6. Given a set of n disks in the plane, we can compute two smallest congruent
disks C1 and C2 such that every disk is contained in either C1 or C2 in O(n2 log3 n/ log logn)
time. A randomized algorithm takes O(n2 log2 n/ log logn) expected time.
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Abstract
We introduce the online ply maintenance problem, and provide an online algorithm, a matching
lower bound on the competitive ratio and a proof that perfect play is NP-hard, even with full
information.

1 Introduction

1.1 The Ply of a Set of Regions
Given a set of regions R = {R1, . . . , Rn} in Rd, the local ply of a point p ∈ Rd in R is defined
δp = |{Ri | p ∈ Ri}|, i.e. the number of regions containing that point. The ply of R is
δ = maxp∈Rd δp the maximum local ply of any point.

The ply of a set of imprecise points1 gives a measure of how much is unknown about the
geometry of the set of points. If the ply can be upper bounded by some constant ∆ then
many algorithms become easier, often with running times depending on ∆. For example,
Buchin et al. [1] show how a data structure can be built on a set of n disks of ply ∆, such
that given a point in each disk a Delaunay triangulation can be found in O(n log ∆).

1.2 Problem Statement
We define our problem as a game played by a player and by an adversary over continuous,
unbounded time. Let e1, . . . , en be a set of entities moving in Rd where each ei is associated
with a fixed (but unknown to the player) trajectory fi : R≥0 → Rd with a maximum speed
of 1 per unit of time. The initial location fi(0) of each trajectory is known to the player.
The adversary meanwhile has full knowledge of each fi and has unlimited computation.

At any time t the player may query an entity ei to (instantaneously) learn its exact
location fi(t). Let τ be the last time at which ei was queried, or 0 if ei has never been
queried. At time t we can infer ei must be located in a closed ball of radius t− τ centered at
fi(τ). Call this ball Bi(t) the uncertainty region of ei at time t.

We can now formulate the online ply maintenance problem. Given a ply bound ∆ and
a starting location fi(0) and location oracle fi for each entity, the online ply maintenance
problem is to determine which points the player should query at which times, such that the
ply of the uncertainty regions never exceeds ∆ and the total number of queries is minimized.
For simplicity we require that all problem instances are feasible; that is, there is never a time
when more than ∆ of the entities are present at the same point.

∗ Partially supported by the Dutch Research Council (NWO); 614.001.504.
1 Points given by a set of regions, each region contains a point but its exact position is unknown; e.g. [9]
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This is an online problem; the player may use information gained from past queries to
decide which queries to make next. There is also no finishing time for the problem, the
player must provide a strategy that works for any time and the number of queries must be
minimized at all times.

Since a large number of queries may be required regardless of strategy, the player’s
performance is evaluated against the adversary, who plays a copy of the same game except
with full knowledge of the fi. The adversary must still contend with growing uncertainty
regions and must make queries to maintain low ply, but knows the result of every query
beforehand and may plan accordingly.

Define cost(t) as the number of queries required by an algorithm for the player by time
t and cost∗(t) the number of queries required by the adversary. We say the algorithm has
competitive ratio α if cost(t) ≤ α · cost∗(t) for all t > 0.

For simplicity of exposition, we will allow the ply to exceed ∆ instantaneously, so long as
queries are made at the same instant which return the ply to ∆ or less. This allows queries
to be made at events in time rather than ε time before them. We also observe that these are
the only kinds of queries made by any efficient algorithm.

I Observation 1. Any query made on an entity at a time when it is not contributing to the
ply can be replaced with a query on the same entity at a later time when it is contributing
to the ply, without requiring that any additional queries are made.

As a corollary, any efficient algorithm will wait until the ply instantaneously exceeds ∆
and make a sequence of queries to reduce the ply, then wait until the ply exceeds ∆ again.
Thus the continuous problem is best understood as a series of events and the queries which
are made at each event, which is how we will discuss the problem from now on. It is worth
noting that two different algorithms will not necessarily have the same events.

1.3 Prior Work

This problem statement is inspired by Evans et al. [5], who study a similar problem. Their
problem has the same setting, except only one query can be made per unit of time. Instead of
minimizing the number of queries, the ply must be minimized. It is not feasible to maintain
optimal ply at all times, hence Evans et al. must fix a target time τ and minimize the ply at
that time, once or repeating every τ time interval. Evans et al. give an O(1)-approximation
for large τ , an approximation for small τ , and matching lower bounds. They also show
the adversary’s problem is NP-hard. Busto et al. [2] give an extension. Since Evans et al.
demonstrated it is not possible to be competitive at every time step, Busto et al. instead
consider minimizing the maximum over a given time interval. They provide an algorithm
which is competitive to within a constant factor.

Our result is a natural pair to Evans et al. and Busto et al.. We are able to guarantee a
maximum ply (and thus bound the performance of any subsequent ply-dependent algorithm),
and our guarantee holds at any (continuous) point in time, not just at fixed time intervals or
over an interval. On the other hand we may use many more queries.

Acknowledgement must be made to the work of Kahan [7, 8]. Kahan introduces a
model called data in motion which is similar to our own, although it is aimed at a different
application. Kahan considers the time and number of queries required to compute some
geometric property (e.g. the closest pair) of the entities at various points in time.
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Figure 1 Some pennies arranged along a grid and the resulting penny graph. Note the slight
divergence from the grid, which is sometimes required by Cerioli et al. for parity reasons.

2 Optimal Play is NP-hard

In this section we will show that the adversary’s problem of deciding which entities to query is
NP-hard, even given full knowledge of the trajectories beforehand. We only need to consider
the problem of deciding which queries to make at the very first time the ply exceeds ∆ = 1
to see this behaviour. We will perform a reduction from vertex cover.

I Lemma 2.1. Given a set of n equal-radius disks in the plane, possibly intersecting at
tangent points but not overlapping, the problem of determining if it is possible to remove k
disks such that the remaining disks are pairwise disjoint is NP-complete.

A penny graph, sometimes called a unit coin graph, is a graph which can be realized as
the intersection graph of a set of unit disks in the plane which only intersect at tangents.

Cerioli et al. [3] show that vertex cover is NP-hard, even on penny graphs. However our
penny graph will be specified by disk centres, not edges and vertices. A graph representation
can be easily computed from the disk centres [11], but the converse is not true [4].

Vertex cover is NP-hard even for planar graphs of degree no more than 3 [6], and such
graphs can be embedded on a polynomial-sized grid with rectilinear edges [10]. Given such a
graph G, embedded onto a grid, Cerioli et al. show how pennies can be laid out such that
solving vertex cover on the resulting penny graph solves vertex cover on G. Hence vertex
cover on penny graphs is NP-hard even if the disk centres are known.

Choosing which disks to remove such that no disks intersect is exactly the problem of
computing a vertex cover of the intersection graph, hence Lemma 2.1 follows. Given a
instance of the unit disk-removing problem we can construct an instance of ply maintenance
with a stationary entity at the center of each disk. After one unit of time the disks will
intersect at tangents, and the adversary must decide a minimum number of disks to query to
remove the intersections. By Lemma 2.1 even this first decision is NP-hard.

3 An Optimal Algorithm

We now describe a simple algorithm which achieves a competitive ratio of ∆ + 1, which we
will later show to be optimal for deterministic algorithms. Our algorithm waits until there
is a point with ply at least ∆ + 1 and then queries every entity whose uncertainty region
contains that point. If there are multiple points with ply at least ∆ + 1, say p and q, they
are resolved in sequence; if querying all the entities intersecting p reduces the ply of q to ∆
or less, then it is not necessary to query all the entities intersecting q.

EuroCG’21
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We will prove our algorithm has a competitive ratio of ∆ + 1 using a charging argument.
We charge every query we make to a query made by the adversary, and ensure we never
charge more than ∆ + 1 of our queries to a single query of the adversary.

Consider a time when our algorithm has ply Λ > ∆. If the adversary must make any
queries at the same time we imagine for simplicity that the adversary makes them first and
then our algorithm makes its queries second.

Consider the first point of ply Λ that our algorithm must resolve. At least Λ−∆ of the
uncertainty regions that contribute to the ply of this point must be strictly smaller for the
adversary than they are for our algorithm. Otherwise the point would have ply more than ∆
for the adversary, and since the adversary has already made its queries it cannot have any
point of ply more than ∆. We will call this set of queries made by the adversary Q.

We charge the Λ queries our algorithm makes to adversary’s queries Q. By simple algebra
Λ/(Λ−∆) ≤ ∆ + 1 and so no query in Q has more than ∆ + 1 queries charged to it.

Observe any query the adversary makes can only be charged to once. A query can only be
charged to by a later query on an entity where the adversary has a strictly larger uncertainty
region than our algorithm. When we query an entity its uncertainty region is reset to a single
point, hence it will have a smaller or equal uncertainty region to the adversary. Only when
the adversary queries that entity again will it be eligible to receive a charge, but then there
will be a new query made by the adversary to pay for the charge.

Since we can always charge our algorithm’s prior queries to an earlier query made by the
adversary, and we have ensured there is no over-charging, we can be sure that at no time has
our algorithm made more than ∆ + 1 times the number of queries made by the adversary.
Since our algorithm trivially always maintains ply, the theorem follows.

I Theorem 3.1. Our algorithm is (∆ + 1)-competitive.

4 Lower Bound

In this section we give a lower bound of 2 for ∆ = 1, matching the competitive ratio given in
the previous section. The lower bound may be extended to ∆ + 1 for ∆ ≥ 1 but this has
been omitted due to space constraints.

Consider an instance in R with two entities, p and q, initially located at −1 and 1. The
instance includes an arbitrary sequence of moves m1,m2, . . . ∈ {left, right}, known to the
adversary but not the player. Between t = i and t = i+ 1 both entities move at unit speed
in the direction mi. Because the entities are always distance 2 apart, queries will be needed
at least once per unit of time. We will show in the worst case the player must make exactly
two queries per unit of time, while the adversary must only make one.

We first consider the player. At t = 1 the uncertainty regions will intersect and the player
must make a query. By Observation 1 it is never beneficial to query an entity early, so the
player will not make any query before t = 1. Imagine both entities have moved left. The
player has no way to distinguish the entities and must query one arbitrarily, in the worst case
they will choose q. Since q started at 1 and moved left it is now at 0, inside the uncertainty
region of p, so the ply remains 2. Hence the player must also query p to reduce the ply. Now
each entity is represented by a single point, at distance 2 apart. This is the same situation
we began with (shifted sideways) and so the same argument can be repeated at t = 2 and so
on. Therefore, in the worst case, the player must make two queries per unit time.

We now show the adversary must only make one query per unit of time. The adversary
will not be querying every point each unit of time, so uncertainty regions may grow arbitrarily
large. We will say the problem has a neutral state at some time if one entity is represented
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Figure 2 In the worst case the player needs two queries per unit of time, while the adversary
never makes a wasted query and only ever needs one.

by a single point and the other uncertainty region is at distance 2. For illustration say p is
represented by a point at 1 and the uncertainty region for q extends from −1 in the negative
direction. Clearly the state at t = 0 is neutral. Unit time after a neutral state the two
uncertainty regions will now intersect at 0 and a query must be made. The entity p is now
either at 0 or at 2. If it is at 2 then the adversary queries p and reduces it to a single point
at 2, since the uncertainty region for q ends at 0 this is a neutral state. If p is at 0 then by
construction q must be at −2. The adversary queries q, since the uncertainty region for p is
[0, 2] this is a neutral state. Therefore one unit of time after a neutral state the adversary
can spend one query to return to a neutral state, and so the adversary need only make one
query per unit of time. Together these statements give a lower bound on the competitive
ratio of any algorithm of 2, for the case when ∆ = 1. See Figure 2 for an illustration.

Finally consider allowing the player to make a randomized decision of which entity
to query. By Yao’s principle [12] we may instead consider the best expected cost of any
deterministic algorithm on a random instance. We define our random instance as above,
except the sequence of left and right moves is chosen uniformly at random. As above, any
deterministic algorithm has no information to distinguish the entities and must arbitrarily
choose one to query. Half the time it will choose correctly, the other half of the time it must
immediately make a second query. Therefore on average the algorithm must make 1.5 queries
per unit of time. By Yao’s principle this is a lower bound on the competitive ratio for any
randomized algorithm. A similar argument gives a lower bound of 1

2 ∆ + 1 in the general case.
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Abstract
We propose a new representation of k-partite, k-uniform hypergraphs (which we call k-hypergraphs
for short) by a finite set P of points in Rd and a parameter ` ≤ d − 1. Each point in P is covered
by k =

(
d
`

)
many axis-aligned affine `-dimensional subspaces of Rd, which we call `-subspaces for

brevity. We interpret each point in P as a hyperedge that contains each of the covering `-subspaces
as a vertex. The class of (d, `)-hypergraphs is the class of k-hypergraphs that can be represented in
this way, where k =

(
d
`

)
. The resulting classes of hypergraphs are fairly rich: Every k-hypergraph is

a (k, k − 1)-hypergraph. On the other hand, (d, `)-hypergraphs form a proper subclass of the class
of all

(
d
`

)
-hypergraphs for ` < d − 1.

We are able to give a natural structural characterization of (d, `)-hypergraphs based on vertex
cuts. This characterization leads to a polynomial-time recognition algorithm that decides for a
given

(
d
`

)
-hypergraph whether or not it is a (d, `)-hypergraph and that computes a representation

if existing. We assume that the dimension d is constant and that the partitioning of the vertex
set is prescribed. For the sake of presentation, we describe in this paper our result for the case
of (d, 1)-hypergraphs, that is, for covering points with axis-parallel lines. This special case can be
naturally extended to the general case.

1 Introduction

Motivation and Related Work. Geometric representations of graphs or hypergraphs is wide
and intensively studied field of research. Well-known examples are geometric intersection or
incidence graphs with a large body of literature [12, 5, 13]. The benefit of studying geometric
graph representations is two-fold. On the one hand, knowing that a given graph can be
represented geometrically may give new insights because the geometric perspective is often
more intuitive. On the other hand, giving a graphical characterization for certain types of
geometric objects may help pin down the essential combinatorial properties that can be
exploited in the geometric setting.

One example of this interplay is the study of geometric set cover and geometric hitting
set problems in geometric optimization [2, 14, 3]. In this important branch of computational
geometry, incidence relations of two types of geometric objects are studied where one object
type is represented by vertices of a hypergraph whose hyperedges are, in turn, represented by
the other object type. In this representation a vertex is contained in a hyperedge if and only
if the corresponding geometric objects have a certain geometric relation such as containment
or intersection. The objective is to find the minimum number of nodes hitting all hyperedges1.
In this line of research, the goal is to exploit the geometry in order to improve upon the
state of the art for general hypergraphs. This is known to be surprisingly challenging even in
many seemingly elementary settings.

1 For the sake of presentation, we use here the representation as hitting set problem rather than the
equivalent and maybe more common geometric set cover interpretation.
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For example, in the well-studied point line cover problem [8, 10] we are given a set of
points in the plane and a set of lines. The goal is to identify a smallest subset of the lines to
cover all the points. This problem can be cast as a hypergraph vertex cover problem. Points
can be viewed as hyperedges containing the incident lines as vertices. The objective is to
cover all the hyperedges by the smallest number of vertices.

It seems quite clear that point line cover instances form a heavily restricted subclass of
general hypergraph vertex cover. For example, they have the natural intersection property
that two lines can intersect in at most one point. However, somewhat surprisingly, in terms of
approximation algorithms, no worst-case result improving the ratios for general hypergraph
vertex cover [1, 7, 4] is known. In fact, it has been shown that merely exploiting the
above intersection property in the hypergraph vertex cover is not sufficient to give improved
approximations [11]. Giving a simple combinatorial characterization of the point line cover
instances seems to be an intriguing task.

In this paper, we study a representation of hypergraphs that arises from a natural variant
of point line cover where we want to cover a given set P of points in Rd by axis-parallel lines.
While the axis-parallel case of point line cover has been considered before [6] the known
algorithms do not improve upon the general case of hypergraph vertex cover [1, 4]. More
generally, we investigate the generalization where we are additionally given a parameter
` ≤ d− 1 and we would like to cover P by axis-aligned affine `-dimensional subspaces of Rd,
which we call `-subspaces. The resulting classes of hypergraphs is fairly rich as any k-partite
k-uniform hypergraph (i.e. a hypergraph with a partition of vertices into k parts such that
each hyperedge contains at most one vertex of each type and together exactly k vertices)
can be represented by a set of points in Rk to be covered by (k− 1)-subspaces. On the other
hand for ` < d− 1 we obtain proper subclasses of all k-hypergraphs.

We remark that our representation does not exploit the geometry of the Euclidean Rd.
Rather, the representation can also be considered on a hypercube Xd for some set X where
subspaces are subsets of Xd fixing certain coordinates. We feel that the usage of the geometric
language is more intuitive.

Our Contribution To the best of our knowledge, we are the first to study the representation
of k-hypergraphs via axis-aligned point subspace cover instance in this generality. Our main
insight is that the axis-aligned case of point subspace cover allows for a natural, combinatorial
characterization contrasting what is known for the non-aligned case. The characterization is
based on vertex cuts and can be leveraged to obtain a polynomial time recognition algorithm
for such hypergraphs assuming the dimension d is a constant and that we are given the
partition of the vertices (which is NP-hard to compute for k ≥ 3 [9]). We believe that it is
an interesting research direction to exploit these combinatorial properties in order to obtain
improved results for various optimization problems in (d, `)-hypergraphs such as hypergraph
vertex cover or hypergraph matching.

2 Point Line Cover and Hypergraph Representation

For the sake of an easier presentation, we describe the result for the special case of point
line covers. We give later some intuition how to generalize the results to high-dimensional
axis-aligned affine subspaces.

Let P be a finite set of points in Rd. Then we define the hypergraph GP as follows. The
vertex set of GP is the set of axis-parallel lines containing at least one point in P . The
hyperedges in GP correspond to the points in P where the hyperedge corresponding to some
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Figure 1 A graph (a) and a hypergraph (b) and their representations in 2D and 3D, respectively.

p ∈ P contains the k axis-parallel lines incident on p as vertices. Note that GP is k-partite
and k-uniform (that is GP is a k-hypergraph) where the k groups of the partition correspond
to the k dimensions.

Our main task is to decide for a given hypergraph G whether there is a point line cover
instance P such that G and GP are isomorphic. We say that G is represented by P and,
thus, representable. We assume that the partition of G into k groups is given.

More formally, we want to compute for a given k-hypergraph G = (V1 ∪ V2∪, . . . ,∪Vk, E)
a point line cover instance P such that each e = (v1, . . . , vk) ∈ E corresponds to some
pe = (xe

1, . . . , xe
k) ∈ P and where vi ∈ Vi corresponds to the line lvi that is parallel to the

ith coordinate axis and contains pe, that is, for all j 6= i, we fix the coordinates xe
j , j 6= i

whereas the ith coordinate is free, see Fig. 1 for examples.
We remark that every bipartite graph is representable in R2 because any adjacency matrix

can be represented by a grid-like construction as shown in Fig. 1a. Therefore, from now on
we consider the case k ≥ 3.

3 Characterization of Representable Hypergraphs

We use the notation [k] = {1, . . . , k} for k ∈ N. Let G = (V = V1 ∪ · · · ∪ Vk, E) be a
k-hypergraph.

I Definition 3.1. Let s, t ∈ V . An s–t path is a sequence of vertices s = v1, . . . , vr = t such
that vi and vi+1 are both contained in some hyperedge e ∈ E for all i ∈ [r − 1]. Similarly, if
e, e′ ∈ E then an e–e′ path is a v–v′ path such that v ∈ e and v′ ∈ e′.

I Definition 3.2 (Vertex separability). For a given k-hypergraph G two distinct vertices v

and v′ from the same group Vi, i ∈ [k] are separable if there exists some j ∈ [k] with j 6= i

such that every v–v′ path contains a vertex in Vj . (Informally, removing Vj from the vertex
set and from the edges separates v and v′.) A hypergraph is called vertex-separable if every
two vertices from the same group are separable.

I Definition 3.3 (Edge separability). For a given k-hypergraph G two distinct hyperedges e

and e′ are separable if there exists some j ∈ [k] such that every e–e′ path contains a vertex
in Vj . A hypergraph is called edge separable if every two hyperedges are separable.

Note that any pair of hyperedges sharing two or more vertices are not separable. Therefore,
edge-separable hypergraphs do not contain such hyperedge pairs.
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`u

`v

`u
′

V2V1 V3

u u′

v

v′

`v
′

`v
′

Figure 2 A hypergraph (on the left) that is edge-separable, but not vertex-separable (the vertices
from V2 are not separable). The line `v′ (on the right) must simultaneously intersect `u and `u′ and
therefore must be equal to `v. A contradiction.

I Lemma 3.4. Vertex separability implies edge separability.

Proof. Assume that a given k-hypergraph G is not edge-separable. This means that there
are two distinct hyperedges e and e′ that are not separable. Then ∀j ∈ [k] there is an e–e′

path that does not contain a vertex from Vj . Because e and e′ are distinct there are distinct
vertices v and v′ with v ∈ e and v′ ∈ e′ from the same group Vi for some i ∈ [k]. Now, for
each j ∈ [k], j 6= i there exists an e–e′ path Pj that does not contain any vertex from Vj .
But then v, Pj , v′ forms a v–v′ path not containing any vertex from Vj . This means that G

is not vertex-separable. J

The converse is not true, see Fig. 2. In the instance depicted, the two red edges, for
example, are separated by removing the orange vertex part V1 and the two black edges are
separated by removing the green vertex part V3.

I Definition 3.5. Let G be a k-hypergraph. For each i ∈ [k] we construct a graph Gi =
(E, Ei) as follows: e and e′ ∈ E are adjacent if and only if e and e′ have a common vertex in
a group Vj with j 6= i.

I Theorem 3.6. A k-hypergraph G is representable if and only if it is vertex-separable.

Proof. We construct for each hyperedge e a point pe ∈ Rk and for each vertex vi ∈ Vi with
i ∈ [k] a line lvi ⊆ Rk that is parallel to the xi-axis. We do this as follows. For G we
construct the graphs Gi, i ∈ [k]. For each graph Gi we consider the connected components
of the graph and assign to each of them a unique (integer) value.

Now, if pe
i is the value of the connected component in Gi that contains e then we let the

point pe = (pe
1, . . . , pe

k) represent the hyperedge e, see Fig. 3 for an example.
Recall that any line parallel to the xi-axis can be defined by fixing its xj-coordinate for

all j 6= i, while leaving xi free. Now, if the hyperedge e = {v1, . . . , vk} is represented by
pe = (pe

1, . . . , pe
k) then for each i ∈ [k], the line lvi that represents the vertex vi is defined

by coordinates pe
j , j 6= i while leaving the xi-coordinate free, see Fig. 3. It is important to

note, that the representation lvi is well-defined although vi may be contained in multiple
hyperedges in G. This follows from the fact that all the hyperedges containing vi belong
to the same connected component in Gj , j ∈ [k], j 6= i because each pair of them is joined
by some edge in Gj corresponding to vi and in particular these hyperedges form a clique.
Therefore, there is no disagreement in the xj-coordinate where j 6= i. Hence, we uniquely
define the coordinates that determine a line.
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V1 V2 V3

G1 G2 G3

1

2

2 1

1

1 1

1

2

pe1 = (1, 1, 1)

lv
1
1 = (·, 1, 1)

lv
1
2 = (1, ·, 1)

lv
1
3 = (1, 1, ·)

pe2 = (2, 1, 1)

lv
2
2 = (2, ·, 1)

lv
2
3 = (2, 1, ·)

pe3 = (2, 1, 2)

lv
3
1 = (·, 1, 2)

lv
3
2 = (2, ·, 2)

e1

e2

e3
lv

2
1 = (·, 1, 1)

lv
3
3 = (2, 1, ·)

the same line

the same line

Figure 3 The graphs G1, G2, G3 and the coordinates of the points and lines corresponding to the
hyperedges and vertices. The dots instead of coordinates mean that those coordinates are free.

(⇐) Assume that G is vertex-separable. By the construction of the point line cover
instance we have:

every point pe is in fact covered by the lines lv1 , . . . , lvk where e = {v1, . . . , vk}, because
by construction every line lvi and point pe have the same xj-coordinate with j 6= i.
∀v 6= v′ ∈ V it holds lv 6= lv′ . This is obviously true if vertices belong to different groups,
because then the free coordinate of v is fixed for v′ and vice versa. If v, v′ ∈ Vi for some
i ∈ [k] then, by vertex separability, there exists j 6= i such that v and v′ are not connected
in graph Gj and get different xj-coordinates. So they represent distinct lines.
∀e 6= e′ ∈ E it holds pe 6= pe′ . Indeed, by Lemma 3.4, G is edge-separable and by
definition of edge separability distinct hyperedges are not connected in at least one graph
Gi and get different xi-coordinates. So they represent distinct points.

By the above construction, for every incident vertex-hyperedge pair v ∈ V, e ∈ E, that is,
v ∈ e, the corresponding geometric objects lv and pe are incident as well. We claim that if v

and e are not incident, that is, v /∈ e then lv and pe are not incident as well. This is because
every point pe is already incident to precisely k lines lv by construction, because the lines lv

are pairwise distinct, and because pe cannot be incident on more than k axis-parallel lines.
Thus we constructed a point line cover instance that represents the hypergraph G and this
means that G is representable.

(⇒) Assume that G is not vertex-separable but that it has a point line cover representation.
This means that it contains at least two distinct vertices v and v′ from the same group
Vi that are not separable. Then for each group Vj with j 6= i, there exists a v–v′ path
v = v1, . . . , vr = v′ such that vt /∈ Vj for each t ∈ [r]. All lines lvt with t ∈ [r] that represent
the vertices v1, . . . , vr lie on the same hyperplane Hj perpendicular to the xj-axis. This
is because successive line pairs are joined by a common point (representing the hyperedge
containing both) and since none of these lines is parallel to the xj-axis and so the xj-
coordinate stays fixed. Since this holds for all j ∈ [k], j 6= i, the lines lv and lv′ lie in the
intersection

⋂
j 6=i

Hj . But the intersection of such hyperplanes is a single line. This contradicts

that v and v′ correspond to the distinct lines. J

4 Further Results and Open Questions.

In the full version of the paper, we also present a polynomial time algorithm to compute for
a vertex separable hypergraph a point line cover representation. The algorithm implements
the idea used in Theorem 3.6. We are also able to generalize the result from point line covers
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to point subspace covers. That is, we provide a characterization of the more general case of
(d, `)-hypergraphs along with a recognition algorithm for constant d.

We conclude with some open questions. Can we leverage our combinatorial characteriza-
tions to give improved algorithms for classical optimization problems such as hypergraph
vertex cover or hypergraph matching for (d, `)-hypergraphs? What is the relation of such
graphs to other more well-studied graph classes? Is there a polynomial recognition algorithm
also for non-constant d? What about point line cover in the plane with a fixed number of
possible directions of the lines?

References
1 Ron Aharoni, Ron Holzman, and Michael Krivelevich. On a theorem of lovász on covers in

tau-partite hypergraphs. Comb., 16(2):149–174, 1996. doi:10.1007/BF01844843.
2 Hervé Brönnimann and Michael T. Goodrich. Almost optimal set covers in finite vc-

dimension. Discret. Comput. Geom., 14(4):463–479, 1995. doi:10.1007/BF02570718.
3 Timothy M. Chan, Elyot Grant, Jochen Könemann, and Malcolm Sharpe. Weighted capac-

itated, priority, and geometric set cover via improved quasi-uniform sampling. In Yuval Ra-
bani, editor, Proc. Twenty-Third Annual ACM-SIAM Symposium on Discrete Algorithms
(SODA’12), pages 1576–1585. SIAM, 2012. doi:10.1137/1.9781611973099.125.

4 Vasek Chvátal. A greedy heuristic for the set-covering problem. Math. Oper. Res., 4(3):233–
235, 1979. doi:10.1287/moor.4.3.233.

5 H. S. M. Coxeter. Self-dual configurations and regular graphs. Bull. Amer. Math. Soc.,
56(5):413–455, 09 1950.

6 Daya Ram Gaur and Binay Bhattacharya. Covering points by axis parallel lines. In Proc.
23rd European Workshop on Computational Geometry (EuroCG’07), pages 42–45. Citeseer,
2007.

7 Venkatesan Guruswami and Rishi Saket. On the inapproximability of vertex cover on
k-partite k-uniform hypergraphs. In Samson Abramsky, Cyril Gavoille, Claude Kirch-
ner, Friedhelm Meyer auf der Heide, and Paul G. Spirakis, editors, Proc. 37th Interna-
tional Colloquium on Automata, Languages and Programming (ICALP’10), volume 6198
of Lecture Notes in Computer Science, pages 360–371. Springer, 2010. doi:10.1007/
978-3-642-14165-2\_31.

8 Refael Hassin and Nimrod Megiddo. Approximation algorithms for hitting objects with
straight lines. Discret. Appl. Math., 30(1):29–42, 1991. doi:10.1016/0166-218X(91)
90011-K.

9 Lucian Ilie, Roberto Solis-Oba, and Sheng Yu. Reducing the size of NFAs by using equiva-
lences and preorders. In Alberto Apostolico, Maxime Crochemore, and Kunsoo Park, edi-
tors, Combinatorial Pattern Matching, pages 310–321. SV, 2005. doi:10.1007/11496656_
27.

10 Stefan Kratsch, Geevarghese Philip, and Saurabh Ray. Point line cover: The easy ker-
nel is essentially tight. In Chandra Chekuri, editor, Proc. 25th Annual ACM-SIAM
Symposium on Discrete Algorithms (SODA’14), pages 1596–1606. SIAM, 2014. doi:
10.1137/1.9781611973402.116.

11 V. S. Anil Kumar, Sunil Arya, and H. Ramesh. Hardness of set cover with intersection 1. In
Ugo Montanari, José D. P. Rolim, and Emo Welzl, editors, Proc. International Colloquium
on Automata, Languages and Programming (ICALP’00), volume 1853 of Lecture Notes in
Computer Science, pages 624–635. Springer, 2000. doi:10.1007/3-540-45022-X\_53.

12 Terry A. McKee and F. R. McMorris. Topics in Intersection Graph Theory. Society for
Industrial and Applied Mathematics (SIAM), Philadelphia, 1999.



O. Firman and J. Spoerhase 68:7

13 Tomaž Pisanski and Milan Randić. Bridges between geometry and graph theory. In in
Geometry at Work, C.A. Gorini, ed., MAA Notes 53, pages 174–194. America.

14 Kasturi R. Varadarajan. Weighted geometric set cover via quasi-uniform sampling. In
Leonard J. Schulman, editor, Proc. 42nd ACM Symposium on Theory of Computing
(STOC’10), pages 641–648. ACM, 2010. doi:10.1145/1806689.1806777.

EuroCG’21



Minimizing the Maximum Interference in Dual
Power Sensor Networks
Aviad Baron

Department of Computer Science, Ben Gurion University, Beer-Sheva 84105, Israel
baronav@post.bgu.ac.il

Abstract
Let P be a set of n points, representing transmitters/receivers. In the dual range assignment

problem, we need to assign one of two ranges rl and rh to each point in P , such that the induced
communication graph is either connected (in the symmetric model) or strongly connected (in
the asymmetric model) and in addition some value is optimized. In this paper, we optimize the
interference, assuming the asymmetric model. More precisely, the interference of a node in the
induced directed communication graph is its indegree, and the interference of the graph is the
maximum interference of a node of the graph. We prove that this version of the dual range
assignment problem is NP-hard in the plane, and present an almost optimal solution on the line.

1 Introduction

Given a set P of n points in the plane, a dual range assignment is defined to be a function
ρ : P → {rh, rl}, where rh and rl represent high and low ranges, respectively. The
communication graph in the asymmetric model is Gρ = (P,E), where E = {(p, q) | ρ(p) ≥
|pq|}, where |pq| is the Euclidean distance between p and q. Given a communication graph
Gρ = (P,E), in the receiver-centric interference model, the interference of a point p, denoted
by RI(p), is defined as the number of points in P \ {p} whose transmission range covers
p, i.e., RI(p) = |{q ∈ P \ {p} : |pq| ≤ ρ(q)}|. The receiver interference of Gρ, denoted by
RI(Gρ), is define as maxpi∈P {RI(pi)}. In the Dual Min-Max Interference problem, the goal
is to find a range assignment ρ to the points of P such that the communication graph Gρ
induced by P and ρ is strongly connected, and RI(Gρ) is minimized.

1.1 Problem background
Limiting the interference between nodes in a sensor network is fundamental for the energy-
efficiency of the network. Let P be a set of sensors in the plane. Each sensor p ∈ P is
assigned a transmission range ρ(p). A sensor q can receive a signal from a sensor p if and
only if q lies in the transmission area of p. There are two common ways to model the
induced communication graph: symmetric and asymmetric. In the symmetric model the
communication graph contains an edge between two points p and q if and only if both p and
q lie in the transmission range of the other point; see Figure 1(b). For a valid assignment
of transmission ranges, we require that the communication graph is connected. In the
asymmetric model, the communication graph is directed, and there is an edge from p to q if
and only if q lies in the transmission range of p; see Figure 1(a). In this case, we say that
the assignment is valid if the communication graph is strongly connected.

In both the symmetric and the asymmetric case, the receiver centric interference of a
point, denoted by RI(p), is defined as the number of transmission ranges that it lies in; see
Figure 2.

In the one-dimensional case, i.e., when the points are located on a line, Von Rickenbach
et al. [10] showed that one can always construct a network with O(

√
n) interference, in

the symmetric model. Moreover, they showed that there exists an instance that requires
37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
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(a)

(b)

Figure 1 Illustration of asymmetric and symmetric models.

Ω(
√
n) interference, they gave an O(n1/4) approximation algorithm for this case. Tan et

al. [9] proved that the optimal network has some interesting properties and, based on these
properties, one can compute a network with minimum interference in sub-exponential time.
Brise et al. [1] extend this result for the asymmetric model.

In the two-dimensional case, the problem has been shown to be NP-hard [1, 2]. Halldórs-
son and Tokuyama [5] showed how to construct a network with O(

√
n) interference for

the symmetric model. For the asymmetric model, Fussen et al. [6] showed that one can
always construct a network with O(logn) interference they showed that this algorithm is
asymptotically optimal.
In this paper, the problem of minimizing the maximum receiver interference is considered
where the transmission range of each vertex is limited to only two power levels i.e., high and
low. Let rh and rl denote the transmission ranges of the high- and low-transmission powers,
respectively. Since assigning more wireless nodes with the high power level results in a larger
power consumption, the objective in the dual power assignment problem is equivalent to
minimizing the number of wireless nodes that are assigned high-transmission range rh and
the induced graph to be strongly connected. The dual power assignment (DPA) problem
was shown to be NP-hard[3, 8]. Rong et al [8] gave a 2-approximation algorithm, while
Carmi and Katz in [3] gave a 9/5- approximation algorithm and a faster 11/6-approximation
algorithm. Later, Chen et al. [4] proposed an O(n2) time algorithm with approximation
ratio of 7/4.
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Figure 2 Illustration of receiver interference

Our results: We study the Dual Min-Max Interference Problem. We show that the
problem is NP-complete for points in the plane. Then, when the points are located on a line,
we give an almost optimal solution.

2 Dual Min-Max Interference Problem in 2D

In this section, we prove that The Asymmetrical Dual Min-Max problem in 2D is NPC. Our
proof is based on [1] with a necessary modifications to the dual variant which make it much
simple and elegant.

I Theorem 2.1. The Dual Min-Max Interference Problem in 2D is NP-complete

Proof. Given a range assignment ρ, it is easy to verify in polynomial time whether the graph
induced by ρ is strongly connected and whether its maximum interference is bounded by a
given value k. This implies that our problem is in NP.

To prove hardness of Min-Max Problem in 2D, we show a polynomial time reduction
from the problem of deciding whether a grid graph G of maximum degree 3 contains a
Hamiltonian cycle, which is known to be NP-hard [7]. A grid graph is a graph whose vertex
set is a subset of the integer grid Z×Z, and two vertices are connected by an edge if and only
if the distance between them is equal to 1. Note that we may assume that G is connected,
otherwise there can be no Hamiltonian cycle.

Let G = (V,E) be a grid graph with maximum degree 3, where V = {v1, v2, . . . , vn}. We
construct in polynomial-time a set P of 8n points in the plane, and show that G contains
a Hamiltonian cycle iff there exists a range assignment ρ such that the induced graph is
strongly connected and RI(Gρ) is 5. Our reduction proceeds by replacing each vertex v of
the given grid graph G by a vertex gadget; see Figure 3.

The vertex gadget consists of 8 points, and it has three parts: (a) the main point M with
the same coordinates as v; (b) three connectors pr, pj , and pw located on the grid in distance
1/4 from M so that there is a connector for each edge in G that is incident to v (if v has
degree two, the third connector can be placed in any of the two remaining directions), and (c)
a set I, consisting of four points, the central point Ic lies at the remaining position in distance
1/4 from v, and the other three points are located in distance ε from Ic; see Figure 3(c). For
each vi we define the gadget of vi to be Pi = {Mi, pir , pij , piw , Iic , Iir , Iij , Iiw}. Finally, let
rh = 1/2, rl = 1/4, and k = 5.
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vi

Pi

pj

pw
1/4

1/4

1/4

1/4

M I

pr

(a) (b) (c)

Figure 3 (a) A grid graph G, (b) the resulting set P , and (c) a gadget Pi ⊆ P corresponds to
the vertex vi in G.

I Lemma 2.2. Let ρ be a range assignment of P such that Gρ is strongly connected and
RI(Gρ) is 5. Then for each vertex gadget, there exists exactly one connector p that is
assigned rh.

Proof. Since Gρ is strongly connected, there exists at least one connector that is assigned
rh to get connectivity. We notice that in case we assign rl for all points the interference of Ic
for each gadget is 4. Since there exists at least one connector that is assigned rh, we deduce
that the interference of Ic is 5. Now, because we assumed that RI(Gρ) is 5, we get that
exactly one connector p which assigned with rh. J

We now prove the correctness of the reduction. Suppose that G contains a Hamiltonian
cycle C. We compute a range assignment ρ to the points of P , such that Gρ is strongly
connected and RI(Gρ) is 5. Consider C as directed cycle, such that each vertex in C has
in-degree 1 and out-degree 1. For each vertex vi in G, we assign ranges to the points of Pi as
follows. We assign rl to the center M ,assign rh to one of the connectors (according to the
outgoing edge incident to vi in C), and assign rl to each of the other two connectors, and
to all points in set I. Since C is a Hamiltonian cycle, the graph induced by ρ is strongly
connected. Moreover, RI(Gρ) is 5.

Conversely, suppose that there exists a range assignment ρ to the points of P , such that
Gρ is strongly connected and RI(Gρ) is 5. By Lemma 2.2, exactly one connector p is assigned
rh and each of the other connectors p′ is assigned rl. We construct a Hamiltonian cycle C in
G as follows. For every two sets Pi and Pj , we add the edge (vi, vj) to C if and only if the
connector p ∈ Pi that is assigned rh covers a point in Pj . Thus, C is a subgraph of G, and,
since Gρ is strongly connected, C is connected. Moreover, since each set Pi has exactly one
point which reaches a point not in Pi, the degree of each vertex in C is exactly 2. Therefore,
C is a Hamiltonian cycle in G. J

3 Dual Min-Max Interference Problem in 1D

Let P be a set of n points located on a line and representing n transmitters-receivers. Let ρl
denote a dual range assignment in which each point p ∈ P is assigned ρ(p) = rl. Let G be the
graph induced by ρl. Let M1,M2, . . . ,M` be the strongly connected components of G sorted
from left to right. For each component Mi, we define the sets ML

i = {p ∈ Mi|∃q ∈ Mi−1
|pq| ≤ rh} and MR

i = {p ∈Mi|∃q ∈Mi+1 |pq| ≤ rh}.
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We show that, if there exists a range assignment ρ : P → {rl, rh}, such that the
induced graph Gρ is strongly connected and RI(Gρ) = k, then one can compute a range
ρ′ : P → {rl, rh}, such that the induced graph Gρ′ is strongly connected and RI(Gρ′) ≤ k+2.
Thus, we can perform a binary search on the possible values of k. For each value k, we
use Algorithm 1 to decide whether there is a solution for this value. We return the range
assignment obtained by the smallest k for which the algorithm does not return FALSE.

Algorithm 1 Decision Algorithm(P, {rl, rh}, k)
1: ρl ← a dual range assignment in which each point p ∈ P is assigned ρ(p) = rl
2: Let M1,M2, . . . ,M` be the strongly connected components of G sorted from left to right
3: for i← 1 to ` do
4: if there exists a point p ∈ML

i ∩MR
i (if i = 1 then p ∈MR

i , and if i = ` then p ∈ML
i )

such that, by assigning rh to p, RI(p′) ≤ k, for each p′ ∈Mi then
5: assign rh to the leftmost point p satisfying the condition
6: update RI(p′) for each p′ ∈ P
7: else
8: if there exist two points p ∈ML

i and q ∈MR
i , such that, by assigning rh to p and

to q, RI(p′) ≤ k, for each p′ ∈Mi then
9: assign rh to the leftmost point in ML

i and to the leftmost point in MR
i that satisfy

the condition
10: update RI(p′) for each p′ ∈ P
11: else
12: return FALSE

Let ρ∗ be an optimal range assignment of P and let Gρ∗ be the graph induced by ρ∗. Let
ρ be the range assignment returned by Algorithm 1 and let Gρ be the graph induced by ρ.
In the following, we show that RI(Gρ) ≤ RI(Gρ∗) + 2.

I Observation 3.1. Let p be the rightmost point assigned ρ(p) = rh in Mi. Then, the
rightmost point in Mi that is assigned rh in ρ∗ is to the left of p.

I Observation 3.2. The number of points in Mi that are assigned rh in ρ∗ is at least as the
number of points in Mi that are assigned rh in ρ.

I Theorem 3.3. RI(Gρ) ≤ RI(Gρ∗) + 2.

Proof. Let p ∈ Mi and let q ∈ Mj , s.t. j > i, the most right point that assigned rh and
increase the receiver interference of p. The points which assigned rh in the components
between Mi and Mj in the optimal solution will also influence p, because if q reaches p then
they will reach p too; see Figure 4. From Observation 3.2 we get that for each component

p q

Mi Mj

Figure 4 The red point represent p, the blue represent q. The brown points represents our
algorithm rh assignments, and the black represent the OPT rh assignments.

between Mi and Mj the number of rh which increase the interference of the point p is less
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or equal to OPT. Now, let w ∈Mr, s.t. r < i, be the most left point assigned with rh and
increase p receiver interference. The rh assignments points in the components between Mp

and Mr in the optimal solution will also influence p, because if w reaches p then they will
reach p too; see Figure 5.

Mr Mi

pw

Figure 5 The red point represent p, the orange point represent r. The brown points represents
our algorithm rh assignments, and the black represent the OPT rh assignments.

From Observation 3.2 we get that for each component between Mr and Mi the number of
rh which increase the interference of the point p is less or equal to OPT. From Observations
3.1 and 3.2 we get that we have less or equal number of rh in component Mr that increase
the interference of p. Therefore, the only components which can have a points s.t. increase p
interference more them OPT is Mi and Mj . If the algorithm assign exactly one rh in Mj

or Mr then the claim that each of the components increase the interference by most one
than OPT is obvious. Now assume that our algorithm assign two rh in these components.
From Observation 3.2 we know that the number rh assignment by OPT will also be at
least two. We notice that since our Algorithm 1 assign two rh it means that do not exist a
points x ∈ML

i ∩MR
i and y ∈ML

j ∩MR
j . Therefore, in both algorithms we have one point

which assigned rh that belong to ML
i or ML

j and other that belong to MR
i or MR

j . We
conclude that any two rh assignments by our algorithm are not adjacent and at least one of
the rh assignment of the OPT algorithm was assigned to a point between the two points
assigned by our algorithm. If the two rh assignments in the algorithm increase p interference,
then at least one out of the two rh assignments by the OPT algorithm will also increase p
interference. Therefore, for each Mj and Mr rh assignments can increase the interference by
at most one more then OPT. J
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Abstract
An outerstring graph is the intersection graph of curves in a halfplane with one endpoint on the
boundary of the halfplane. In an attempt to tackle a problem of Kostochka and Nešetřil (European
J. of Comb. 19, 1998), we study coloring of outerstring graphs with girth g ≥ 5, improving upon the
latest bound. In the process, we generalize the results of Ageev (Discrete Math. 195, 1999), and
Esperet and Ochem (Discrete Math. 309, 2009) on circle graphs.

1 Overview

The intersection graph of a family of sets S is the graph with vertex set S and edge set
{XY | X,Y ∈ S, X 6= Y,X ∩ Y 6= ∅}. Here S is known as the intersection representation of
G. A string graph is the intersection graph of a finite collection of curves or strings1 in the
plane. If one restricts that two curves in a string representation intersect at most once, then
we call them 1-string (denoted S1). We assume that whenever two strings intersect they
cross each other. A well-known subclass of string graphs is the class of outerstring graphs
(denoted OS) where the strings are contained in a halfplane with exactly one point on the
boundary of the halfplane and that point is an endpoint of the string.

Many interesting problems on the vertex chromatic number (denoted χ) of intersection
graphs of geometric objects have been studied. One such problem is its dependence on
girth [1, 2, 4, 8, 7, 9].

Our motivation is to focus on a problem posed by Kostochka and Nešetřil [8] on coloring
1-string graphs of girth five. In this regard, we show that outerstring graphs of girth g at least
five and minimum degree at least two have (g − 4) vertices of degree two that induce a path.
As we shall see, a corollary of this result is a first step towards our main goal. Furthermore,
this seems to be a natural milestone as it generalizes similar results on circle graphs, by
Ageev [1], and by Esperet and Ochem [4].

Borrowing notation from Kostochka and Nešetřil [8], given a class of intersection graphs
G, let

χ(G, k) := max
G∈G

{χ(G) | girth(G) ≥ k}.

In 1970s2, Erdős (see [6, Problem 1.9]) posed whether χ(I, 4) <∞, where I is the class of
intersection graphs of line segments in the plane. Further, Kratochvíl and Nešetřil (see [7])
posed whether χ(S1, 4) < ∞. Recently, in a breakthrough paper, Pawlik et al. [9] proved

∗ Partially supported by the IFCAM project MA/IFCAM/18/39.
1 A curve or string is a homeomorphic image of the interval [0, 1] in the plane.
2 An approximate date was confirmed in a personal communication with András Gyárfás and Janós Pach

to the authors of [9] (Pawlick et al.). See footnote 2 in Pawlick et al. [9].
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that χ(I, 4) can be arbitrarily large, hence settling the questions of Erdős (see [6]), and of
Kratochvíl and Nešetřil (see [7]).

Earlier, motivated by the above problems, Kostochka and Nešetřil [8] studied 1-string
graphs with girth at least five. In particular they proved that χ(S1, 5) ≤ 6. They also posed
if χ(S1, 5) > 3.

As a step in improving the bound of χ(S1, 5), we study χ(OS, 5). Our main result implies
that3 χ(OS, 5) = 3, which is an immediate corollary of the following.

I Theorem 1.1. Every outerstring graph with girth at least five is 2-degenerate.

Theorem 1.1 is crucial to our approach to improve the bounds of χ(S1, 5). Given such a
1-string representation (with girth g ≥ 5), we can treat its outer envelope as the stab line.
As we shall see, the target degree two vertices in the outerstring graph induced by strings
intersecting this stab line are in some sense closest to the stab line. This would result in
finding a degree three vertex in the 1-string graph (because of the girth restriction). We
shall address this in a future work.

Thus every outerstring graph, and its subgraphs, with girth at least five has a vertex
of degree at most two, and hence is 3-colorable. This improves upon the previous best
upper-bound of five due to Gavenčiak et al. [5]. Furthermore, all odd cycles are outerstring
graphs.

I Corollary 1.2. χ(OS, 5) = 3.

Recently, Rok and Walczak [10] showed that outerstring graphs are chi-bounded. This
implies that their chromatic number is upper-bounded by their clique numbers. In particular,
the chromatic number of triangle-free outerstring graphs is upper-bounded by a constant.
Corollary 1.2 shows that if we further forbid the presence of cycles of length four in this
graph class, then the chromatic number of such graphs is upper-bounded by three.

The main result of this article, an extension of Theorem 1.1, seems to be a natural
milestone in our approach to improve the upper bound of χ(S1, 5) as it generalizes similar
results on circle graphs, first by Ageev [1], and then by Esperet and Ochem [4].

I Theorem 1.3. (Ageev [1]) Every circle graph with girth at least five is 2-degenerate.

I Theorem 1.4. (Esperet and Ochem [4]) Every circle graph with girth g at least five and
minimum degree δ at least two contains a chain of g − 4 vertices of degree two.

In this article, we prove the following extension of Theorem 1.4 to outerstring graphs.
It is not difficult to see that outerstring graphs strictly contain circle graphs. There are
2Θ(n lg n) (labeled) circle graphs whereas there are 2Θ(n2) (labeled) outerstring graphs on n
vertices4. See Figure 1 for a separating example between circle graphs and outerstring graphs
with girth five and minimum degree two. The proof is omitted for lack of space.

I Theorem 1.5. Every outerstring graph with girth g ≥ 5 and minimum degree δ at least
two contains a chain of g − 4 vertices of degree two.

Note that Theorem 1.1 directly follows from Theorem 1.5. Hence we shall only prove
Theorem 1.5. Also, it suffices to consider only connected outerstring graphs.

3 In this context, although it suffices to prove that χ(OS1, 5) = 3, we prove a more general result.
4 see the corresponding graphclasses pages at www.graphclasses.org.
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Figure 1 (a) Separating Example G5 and (b) Outerstring representation of G5.

2 Definitions and Notations

Basic Notions. For an outerstring graph OS, we denote its outerstring representation as
OS. Due to a result of Biedl, Biniaz and Derka [3], we can choose OS such that it has finite
number of intersection points. We assume the stab line in OS to be the Y-axis and the
strings lie in the halfplane x ≤ 0. For each string si in OS, its endpoint on the stab line is
its fixed end and the other endpoint is its free end. We can safely assume that all the free
ends of the strings are intersection points (see Figure 2a). We relax the crossing assumption
at these points. Since the stab line is the Y-axis, we can order all the fixed ends of strings;
so the terms above, below, topmost and bottommost are well defined.

As any two strings, say si and sj , might intersect multiple times in OS, we say all such
intersection points are of type (si, sj).

A region A ⊂ R2 is arc-connected if for any two points in A there is a curve lying
completely in A that connects them. A face in OS is a maximal arc-connected component of
R2 \⋃

si. Here the ambient space is R2 and not the halfplane x ≤ 0. Since two strings can
intersect multiple times, there are faces in OS which have just two strings in its boundary.
We call such faces as 2-faces (see Figure 2b). An arrangement induced by a set of curves in
R2 is the embedding of these curves in R2.

An n-chain in OS is a path of length n+ 1 in OS whose n internal vertices have degree
2 in OS. We shall also call the corresponding representation of this path in OS as a n-chain.

For a closed region R, its inside region (after removing its boundary) is denoted as
Int(R).

Left Envelope. Consider an outerstring representation OS of an outerstring graph OS. Let
t0 (respectively, b0) be the topmost fixed end (respectively, bottommost fixed end) of OS. Let
t0b0 be the line segment (on the stab line) from t0 to b0. Consider the arrangement induced
by the strings in OS and t0b0 in R2, and consider the unbounded face of this arrangement.
The left envelope of OS is the part of this boundary after removing t0b0 except its end points
(see Figure 2c). We say a string s belongs to the left envelope E if s ∩ E 6= ∅.

Zone. In an outerstring representation, given two intersecting strings st and sb, let the
fixed end t of st be above the fixed end b of sb. The zone of st and sb in OS is the bounded
face in R2 \ {st, sb, tb} that contains tb in its boundary (see Figure 2d). The intersecting
strings st and sb are called as the defining strings of this zone: with st as its top defining
string and sb as its bottom defining string. So every pair of intersecting strings correspond to
a zone.

EuroCG’21
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(a) (b) (c) (d)

Figure 2 (a) An Outerstring representation, (b) a 2-face, (c) left envelope, and (d) a zone.

A zone Z of st and sb is filled if there exists a string s in OS whose fixed end is in Z and
s does not intersect with st and sb. So s ∩ Z = s and s ∩ st = s ∩ sb = ∅: we say Z supports
s.

k-Face. Consider an outerstring graph OS with girth g ≥ 5. A k-face in OS is a face that
contributes to a cycle in OS (see Figure 3a). The k corresponds to the size of the cycle. The
strings corresponding to these k vertices are called the bounding strings of k-face. Note that
not all faces in OS contribute to a cycle in OS, e.g. the 2-faces. We have an algorithm to
check whether a face in OS is a k-face or not. We have the following surprising observation.
The algorithm and the proof of the observation are omitted for lack of space.

I Observation 2.1. The vertices corresponding to the bounding strings of a k-face F in OS
of an outerstring graph OS (with girth g ≥ 5) form an induced cycle in OS.

Extended Face. For an induced cycle in OS with girth five, its induced representation in
OS might not be a face but a collection of faces. Given an induced cycle C on k (≥ 5) vertices
in OS, there is at least one closed curve in OS composed of the k strings corresponding to
the vertices of C. Let C denote such a closed curve satisfying the following two conditions.
1. C is a minimal closed curve in the sense that there is no part of C that is a closed curve

composed of the k strings. (We show that C is a Jordan curve. The proof is omitted for
lack of space.)

2. Among all Jordan curves satisfying condition (1), choose C such that its inside region has
the minimum area.

We say the closed inside region of C is the extended face of C (see Figure 3b and 3c for
non-examples: see Figure 3d for an example).

3 Outline of Proof of Theorem 1.5

The proof of Theorem 1.5 consists of three parts. The proof is omitted for lack of space. Here
we give a detailed outline. The main proof is by strong induction and is done in Section 3.3.
To this end, we need to study the outerstring representations of cycles (for the base step
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(a) (b) (c) (d)

Figure 3 (a) 5-face (shaded) (b,c) non-examples of extended face (violates condition 1 & 2, and
2 respectively), and (d) an example of an extended face.

in induction) in Section 3.1, and some basic properties of outerstring representations in
Section 3.2.

3.1 Representation of Cycles
Consider an outerstring representation C of a cycle C on n ≥ 5 vertices. We first prove that
if C has a filled zone Z, then every string s in C, other than the defining strings of Z, has
an intersection point in Int(Z). Then we prove the following.

I Claim 3.1. There is at least one filled zone in C. Every filled zone in C contains a
(n− 4)-chain.

We call such strings that are supported by the filled zone as intermediate strings. These
intermediate strings induce a (n− 4)-chain. While proving Claim 3.1, we found that C can
have either one or three filled zones (see Figures 4a, 4b, 4c) depending on the number of
types of intersection points in its left envelope.

(a) (b) (c)

Figure 4 Three possibilities of C with one, two and three types of intersection points in the left
envelope.
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3.2 Some Basic Properties of Outerstring Representations
Consider an outerstring graph OS with girth g ≥ 5 and minimum degree δ ≥ 2. Let Z be a
filled zone in OS. Such a filled zone always exists (see Claim 3.1). We prove the following.
I Subclaim 3.2. For every filled zone Z in OS, there exists a k-face in Z.

A key argument used in the proof of Subclaim 3.2, as well as in the main proof in the
next subsection, is called the branching argument. If a filled zone is not allowed to have a
k-face in it and δ ≥ 2, then consider the forest/tree induced by the strings supported by the
zone. The leaves (except one) of this tree has degree one in OS, else a k-face is formed in the
filled zone. This contradicts our minimum degree restriction. Hence Subclaim 3.2 follows.

In the rest of this section, we prove the following stronger version of Theorem 1.5.
I Claim 3.3. Given an outerstring graph OS with girth g ≥ 5 and δ ≥ 2, any filled zone Z in
OS completely contains a (g − 4)-chain, that is, the strings in this chain are supported by Z.

3.3 Outline of Proof of Claim 3.3
We proceed by induction on the number of vertices in OS. The base case is easy to verify,
as it is a cycle on g vertices (see Claim 3.1). Now assume the induction hypothesis: in any
outerstring graph on less than l vertices with girth g ≥ 5 and δ ≥ 2, any filled zone in its
outerstring representation completely contains a (g − 4)-chain. Let OS be an outerstring
graph on l vertices with girth g ≥ 5 and δ ≥ 2. Consider a filled zone Z in OS. Our aim is
to find a (g − 4)-chain in the filled zone Z in OS. The rest of the proof relies heavily on the
following subclaim, which repeatedly requires the Subclaim 3.2 and the branching argument.
I Subclaim 3.4. We can safely assume that every string in OS, except the defining strings of
Z, has an intersection point in Int(Z).

We can also assume that OS is not isomorphic to the cycle on l vertices. Indeed, we have
proved Claim 3.3 for cycles (see Claim 3.1). Hence there are at least two (induced) cycles in
OS. Next, we prove the following.
I Subclaim 3.5. OS has at least two filled zones.

Next, using Subclaim 3.5, we show that two filled zones are restricted to attain one of
two possible configurations. In each of these possible configurations, we exhibit a filled zone
and a string that does not have an intersection point in the interior of the filled zone, thereby
contradicting Subclaim 3.4. This completes the proof of Claim 3.3. J
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Abstract
We study a variant of the geometric covering problem, namely, Disjoint Box Covering in a Rectilinear
Polygon (DBCR). Given a rectilinear polygon R with m edges and a finite set P of n points inside
R, in the DBCR problem, the objective is to find a set S of pairwise disjoint axis-aligned rectangles,
such that S covers P , each rectangle is fully contained inside the polygon R, and S has minimum
cardinality. We show that this problem is NP-hard for points in general position. Moreover, we
design an O(n logn+m logm)-time exact algorithm for the DBCR problem if the input rectilinear
polygon is a histogram.

1 Introduction

In the geometric set cover problem, the input is a range space Σ = (X,R), where X is a
universe of points in Rd and R is a family of subsets of X called ranges. The subsets in R
are defined by the intersection of X and geometric shapes such as axis-parallel rectangles,
disks, etc. The objective is to select a minimum-size subset C ⊆ R of ranges such that every
point in the universe X is covered by some range in C. The geometric set cover problem
is known to be NP-complete even for simple geometric range spaces, e.g., when R is a set
of unit disks or unit squares in R2 [16]. However, the problem is far more tractable in the
geometric domain than the classical set cover problem. For instance, while it is known that
the set cover problem is inapproximable within factor O(logn), there exist several polynomial
time approximation schemes for the geometric variant of the problem that used underlying
geometric structures to achieve better algorithmic results; see [1, 3, 12, 13].

We study a special variant of the geometric set cover problem, namely, the Disjoint Box
Covering in a Rectilinear Polygon (DBCR) problem. Given a rectilinear polygon R, possibly
with holes, and a finite set P of n points inside R, in the DBCR problem, the objective
is to find a set S of pairwise disjoint axis-aligned rectangles, such that S covers P and
each rectangle is fully contained inside R. The DBCR problem is particularly motivated
by geographically-informed text-based visualizations, such as spatial word or tag clouds.
Imagine that we are given a set of locations, the point set P , inside a geographic region,
the polygon R, with several possible text labels per location, which may refer to different
categories of P (colored points). It is important for spatial word clouds to not only capture
the frequency or weight but additionally the spatial relevance of the words (see [9]). If we
model the words as axis-parallel rectangles, then the objective is to cover P with disjoint
rectangles such that each rectangle contains only points of the same color and stays inside R.
In this work, we address this problem under the simplifying assumption that the points are
inside a rectilinear polygon and are all of same color. Without any color restrictions, one

∗ Research supported by the Austrian Science Fund (FWF) under grant P31119.
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(a) (b)

Figure 1 Comparing a solution to DBCR in (a) by a partitioning of the polygon in (b).

way to solve the problem is to compute a minimum rectangular partitioning of the input
polygon, which is solvable in polynomial time [18]. However, in a U-shaped polygon the
solution of the partitioning problem could already differ from the solution of the DBCR
problem (see Fig. 1). In fact, the DBCR problem is NP-hard if R is an arbitrary rectilinear
polygon (Section 2). However, if R is a histogram, i.e., a rectilinear polygon consisting of a
base line and a monotone path, we can give a polynomial-time algorithm (Section 3).

Related work. Many variants of the geometric covering problem have been investigated
over the years, e.g., (p, k)-box covering [2]; class cover problems [8], red-blue cover [5, 11, 10].
Moreover, geometric covering problems have been widely studied in various algorithmic
paradigms such as approximation algorithms (see [1, 13, 6, 14]) and parameterized algorithms
(see [4, 7]). However, most of these works do not consider the case where the output objects
must be disjoint. This makes the DBCR problem particularly unique, and none of these
algorithms can be directly applied in our context.

2 NP-completeness of DBCR

In this section, we show firstly that the DBCR problem is NP-complete. We do a reduction
similar to the one by Chan and Hu for red-blue set cover [11], using the following Lemmata.

I Lemma 2.1. ([19]) Every planar graph G = (V,E) of maximum degree at most 4 has an
orthogonal grid drawing on an O(|V |)×O(|V |) grid.

I Lemma 2.2. (Folklore) Given a graph G and an edge e in G, define a new graph G′

obtained from G by subdividing e through the addition of two new vertices. Then the size of
a minimum vertex cover of G′ is exactly the size of a minimum vertex cover of G plus 1.

I Theorem 2.3. Disjoint Box Covering in a Rectilinear Polygon is NP-hard.

Proof. We reduce from the vertex cover problem on 3-regular planar graphs, which is known
to be NP-hard by Garey and Johnson [17]. Given a 3-regular planar graph G with n vertices,
we create an orthogonal grid drawing δG by Lemma 2.1; see Figure 2a as an illustration. In
the following, we construct a new graph G′ by adding several dummy vertices in δG.

Firstly, we add a dummy vertex on each bend of δG, to create a straight-line drawing.
We call a vertex v in δG a corner vertex, if there exists a pair of perpendicular line segments
in δG that meet at v. Then, for each edge e connecting two corner vertices, we add a dummy
vertex in the middle of e. This results in the new graph G′, where each edge is incident to
at most one corner vertex. To apply Lemma 2.2, for each original edge e in G, we check
whether there is an even number of dummy vertices on e, including dummy corner vertices.
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(a) (c)(b)

Figure 2 The reduction on graph G = K4. (a) An orthogonal grid drawing δG of G. (b) The
dummy vertices are added in δG to the bends (red) and on the edges, both to prevent multiple
corner vertices incident to an edge (yellow), and for parity (green). (c) Cover rectangles, for black,
red, yellow and green vertices, cover all (white) points in P and are drawn on the shifted grid.

If not, we then add a dummy vertex anywhere on the edge, to ensure the vertex cover of G′
changes predictably (see Figure 2b).

To construct point set P in the DBCR instance from G′, we replace each edge in G′ by a
point. If an edge e is incident to a corner vertex v, we put a point at 1

3 of grid length from
v on e. Otherwise, we create a point in the middle of the edge. Now we shift the points
such that there are no two points on the same horizontal or vertical line. To achieve this, we
map the drawing δG′ to an orthogonal grid rotated by α. We look at each corner vertex c
in δG′ and consider each pair of orthogonal edges incident to c with lengths xc and yc. We
choose α < min

{
arctan(minc

xc

yc
)/2, arctan(minc

yc

xc
)/2

}
. For each vertex v in G′, we draw

a rectangle Bv, such that Bv is the minimum bounding box covering v and the points on
edges of v (see Figure 2c). By our choice of α these rectangles overlap only at points in P .

We say that Bv is the cover rectangle of the vertex v. For each corner vertex, we add
a margin of length 1

2ε to its cover rectangle, where ε is an infinitesimally small distance.
This ensures that the covered points are not on its boundaries and the rectangles grow by ε
both horizontally and vertically. Intuitively, there are two types of cover rectangles, small
rectangles for corner vertices and long rectangular bars otherwise. We can then make the
following observations.

I Observation 2.4. Two cover rectangles intersect if and only if its corresponding vertices
are adjacent; For each edge of G′, only the rectangles of its two incident vertices intersect
with it and the intersection contains the point on the edge.

The union of cover rectangles builds the rectilinear polygon R in our DBCR instance.

I Observation 2.5. Given an arbitrary rectangle S in R that covers a subset P ′ of point set
P , the minimum bounding box of P ′ is inside a cover rectangle.

After shifting, the points (and the corresponding cover rectangles) on a horizontal/vertical
grid line are in a monotonic order. For two points that are not covered by the same rectangle
Bv of any vertex v, there is no rectangle inside P that covers these points at the same time.

The correctness of the reduction is now straightforward. A vertex cover in G′ corresponds
to a set S of cover rectangles in R that covers all the points P . By Observation 2.4, if two
cover rectangles intersect each other, their corresponding vertices are adjacent. Due to our
construction, no two corner vertices are adjacent. Therefore, each intersection involves at
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(a) (b)

hi−1

hi

yi−1

yi

Figure 3 The red sweep line stores the vertical segments of the histogram (in bold) and the
rectangles in the solution (in blue) at a certain y-coordinate. (a) The status is shown between events
at yi−1 and yi. (b) The point circled in green is found by querying QP at the event of hi.

least one non-corner vertex. Consider a rectangles S ∈ S whose corresponding vertex is
not a corner vertex. If the rectangle S intersects other rectangles in S, we could eliminate
the intersection by shrinking long rectangle S, while still covering all the points. After
eliminating all the intersections in S, it is a solution to the DBCR problem for point set P
in R. In the other direction, we are given a set S of disjoint rectangles inside R that cover
all the points in P . By Observation 2.5, each rectangle in S is completely inside a cover
rectangle in the polygon R. We select all the cover rectangles that contains rectangles in
S. These rectangles cover all the points and their corresponding vertices in G′ cover all the
edges in G′, thus they would build a vertex cover in G′. J

Containment in NP is straightforward for the DBCR problem, since we have to check only
whether each point in P is covered by a rectangle in S, and each rectangle in S is contained
in R. These tasks can be done efficiently using point location data structures.

3 Covering points inside histogram

We solve the DBCR problem inside a histogram, which is defined as in [15] (see Figure 3).

Histogram: Define a (vertical) histogram with m edges as a rectilinear polygon with one
horizontal edge (the base) equal in length to the sum of all other horizontal edges.

The DBCR problem in a histogram can be solved in polynomial time using a greedy
algorithm A. We assume the base of the input histogram H is located at y = 0 and extends
only upwards, ending in m

2 − 1 horizontal edges.
Algorithm A first sorts the m

2 horizontal pieces based on their y-coordinates in descending
order, resulting in queue QH . Furthermore, the points in P are sorted by their y-coordinates,
resulting in a queue QP . Using a horizontal sweep line l, an optimal solution S is constructed
starting from the top of the histogram H. A status s stored with the sweep line maintains
the x-coordinates of vertical rectangle edges in S, as well as the x-coordinates of the vertical
segments of H, at a certain y-coordinate (see Figure 3a).

As the sweep line l moves downwards, an event occurs at every horizontal segment h of
H. At an event the status must be updated, and we query QH to find the next horizontal
segment hi of H. By querying QP , we can quickly find all points between hi and the previous
horizontal segment hi−1, at y-coordinates yi and yi−1, respectively. If there are no points,
then the solution S and status s require no change. However, if there are points, we check
whether (at least) one of the points is not covered by the rectangles stored in s. If this is
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the case for some point p, then we add a new rectangle to the solution S, starting at yi−1
and spanning the whole width between the vertical segments of H neighboring p. These
vertical segments can be found by querying s using the x-coordinate of p, and walking in
both directions through s until a vertical segment is encountered. To prevent rectangles in S
from overlapping, we settle and remove any rectangles from s that would otherwise overlap
the newly added rectangle. The settled rectangles will vertically extend down to yi−1 in the
final solution S (see Figure 3b).

Finally, depending on what type of segment hi is, the status s must be updated accordingly.
The segment hi can have one of the following two types:

Segment hi is the top of a vertical spike of H. In this case, s is updated to include the
x-coordinates of the vertical segments, pointing downwards from hi.
Segment hi connects two vertical spikes of H. Status s must then be updated to no
longer include the vertical segments that point downwards to hi.

A complete solution found by algorithm A can be found in Figure 4.

I Lemma 3.1. Algorithm A finds an optimal solution for the DBCR problem, given a set P
of points inside a histogram H.

Proof. We make a case distinction on whether an optimal solution OPT that has at least two
rectangles r1, r2 horizontally next to each other without vertical histogram segments between
them. First assume there are no such rectangles, and hence can extend each rectangle left-
and rightwards until the polygon is hit, without intersecting any other rectangle. Next, we
start from the base of the polygon and extend rectangles upwards until a horizontal edge of
H is reached. Any rectangles intersected in the process shrink by moving their bottom edge
upwards, leaving no points uncovered, since they will be covered by the rectangles that are
extending upwards. The resulting solution is equivalent to a greedy solution of algorithm A.

Now assume we have an optimal solution OPT that has at least two such rectangles
r1, r2. Note that one of these rectangles may extend further upwards than the other. Assume
w.l.o.g. that r1 extends further upwards if this is the case.

Consider the greedy solution OPT ′, which instead contains rectangles r′1, r′2, such that r′1
stops at the top of r2 and r′2 covers the whole space occupied by r1, r2 horizontally. Rectangle
r′2 can also extend as far downwards as the lowest boundary of r1, r2. This cannot lead to an
intersection with the polygon boundary, because the histogram ends in a base that stretches
the whole width horizontally. Furthermore, any intersected rectangles come in from the side
or bottom, and can be safely shrunk, such that the points no longer covered by these shrunk
rectangles are now covered by r′2.

Figure 4 A complete solution for the example in Figure 3, as found by algorithm A.

EuroCG’21



71:6 Disjoint Box Covering in a Rectilinear Polygon

Finally, we can conclude that |OPT | = |OPT ′|, since the number of rectangles stays
equal in the transformation from OPT to OPT ′. After applying this transformation for as
long as there are two rectangles in the above horizontally neighboring position, all rectangles
correspond to the greedily chosen rectangles of algorithm A. J

Finally we show that algorithm A has polynomial running time.

I Lemma 3.2. Algorithm A runs in O(n logn+m logm) time.

Proof. The m
2 horizontal segments of H and the n points in P are separately sorted and put

in queues in O(m logm) and O(n logn) time, respectively. These queues are then queried,
but no additional elements are added, again leading to O(m logm) and O(n logn) time spent.
Finally, segments of histogram H and solution S are stored in and removed from status s.
Since histogram H has m

2 vertical segments, and for each of the m
2 horizontal segments of

H, only a single rectangle can exist in the solution, status s contains at most m
2 segments.

As status s is sorted on x-coordinates, we can use a balanced binary search tree to ensure
O(logm) update time. There are m

2 events, one for each horizontal segment, and hence
maintaining the status takes O(m logm) time in total. J

I Theorem 3.3. Given a set P of n points inside a histogram H with m edges, there exists
an algorithm that solves the DBCR problem optimally in O(n logn+m logm) time.
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Abstract
We study polygonal curve simplification under uncertainty, where instead of a sequence of exact
points, each uncertain point is represented by a region, which contains the (unknown) true location
of the vertex. The regions we consider are discrete sets of points, line segments, and convex polygons.
We are interested in finding the shortest subsequence of uncertain points such that no matter what
the true location of each point is, the resulting polygonal curve is a valid simplification of the original
curve under the Hausdorff distance. We present polynomial-time algorithms for this problem.

Related Version An extended version with complete proofs, in which we also discuss the uncertainty
modelled with disks and show the set of results for the Fréchet distance, is available on arXiv:
Full Version: https://arxiv.org/abs/2103.09223 [6]

1 Introduction

Curve simplification is the problem of replacing a polygonal curve by another one which has
a similar shape, but fewer vertices. Classical solutions [1], such as those by Ramer and by
Douglas and Peucker [7, 15] and by Imai and Iri [8], constrain the new curve to use a subset
of the vertices of the old curve and use the Hausdorff distance to measure similarity. Curve
simplification is still an active field of study [2, 3, 5, 16].

Typically, it is assumed that the locations of the input curve vertices are known precisely,
which is often not the case in real-life data, for instance, when locations are measured using
GPS technology. There have been some advances in the study of uncertainty in computational
geometry [9, 10, 11, 12, 13], and more recently of uncertain curves [4, 14]. However, to our
knowledge, there is no such previous work tackling curve simplification under uncertainty.

An uncertain curve consists of a sequence of uncertain points, each modelled as a convex
polygon, a line segment, or a discrete set of points that contains the true location of the
point. When faced with the task of simplifying an uncertain curve, one must consider what is
the expected output. We investigate the following practical point of view: we wish to select
a subsequence of the (uncertain) input points which is guaranteed to be a valid simplification;
see Figure 1. Our results are based on adapting the approach by Imai and Iri [8]: we construct
a shortcut graph which contains all shortcuts that are guaranteed to be valid. In this abstract,
we show that we can check a single shortcut in Section 4, using the procedure of Section 3
for several pairs of points.
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† Supported by the Dutch Research Council (NWO) under project no. 612.001.801.
‡ Supported by the Dutch Research Council (NWO) under project no. 628.011.005.

37th European Workshop on Computational Geometry, St. Petersburg, Russia, April 7–9, 2021.
This is an extended abstract of a presentation given at EuroCG’21. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



72:2 Uncertain Curve Simplification

(a)

(b)

(c)

ε

Figure 1 (a) An uncertain curve and a potential realisation. (b) A valid simplification: for every
realisation, the subsequence is within Hausdorff distance ε from the full sequence. (c) An invalid
simplification: there is a realisation for which the subsequence is not within Hausdorff distance ε.

I Theorem 1. We can find the shortest vertex-constrained simplification of an uncertain
curve modelled with convex polygons or discrete sets of points, such that for any realisation
the simplification is valid under the Hausdorff distance, in time O(n3k3), where k is the size
of the point sets or the complexity of the polygons and n is the length of the input curve; and
in time O(n3) for line segments.

2 Preliminaries

Denote1 [n] def= {1, 2, . . . , n} for any n ∈ N>0. Given two points p, q ∈ R2, denote their
Euclidean distance with ‖p− q‖. Denote a sequence of points in R2 with π = 〈p1, . . . , pn〉.
For only two points p, q ∈ R2, we also use pq instead of 〈p, q〉. Denote a subsequence of a
sequence π from index i to j with π[i : j] = 〈pi, pi+1, . . . , pj〉. This notation can also be
applied if we interpret π as a polygonal curve on n vertices (of length n). It is defined by
linearly interpolating between the successive points in the sequence and can be seen as a
continuous function, for i ∈ [n− 1] and α ∈ [0, 1]: π(i+ α) = (1− α)pi + αpi+1.

We introduce the notation for order along a curve. Let p := π(a) and q := π(b) for some
a, b ∈ [1, n]. Then p ≺ q iff a < b, p 4 q iff a ≤ b, and p ≡ q iff a = b.2 Finally, given points
p, q, r ∈ R2, define the distance from p to the segment qr as d(p, qr) def= mint∈qr‖p− t‖.

An uncertainty region U ⊂ R2 describes a possible location of a point: it has to be
inside the region, but we do not know where. Call a sequence of uncertainty regions an
uncertain curve: U = 〈U1, . . . , Un〉. Picking a point from each uncertainty region of U , we get
a polygonal curve π called a realisation of U , denoted π b U . That is, if for some n ∈ N>0 we
have π = 〈p1, . . . , pn〉 and U = 〈U1, . . . , Un〉, then π b U if and only if pi ∈ Ui for all i ∈ [n].

Suppose we are given a polygonal curve π = 〈p1, . . . , pn〉, a threshold ε ≥ 0, and a
curve built on the subsequence of vertices of π for some set I = {i1, . . . , i`} ⊆ [n], i.e.
σ = 〈pi1 , . . . , pi`〉 with ij < ij+1 for all j ∈ [`− 1] and ` ≤ n. We call σ an ε-simplification
of π if for each segment 〈pij , pij+1〉, we have δ(〈pij , pij+1〉, π[ij : ij+1]) ≤ ε, where δ denotes
some distance measure, e.g. the Hausdorff distance dH.

1 We use := and =: to denote assignment, def= for equivalent quantities in definitions or to point out equality
by earlier definition, and = in other contexts. We also use ≡, but its usage is always explained.

2 Note that we can have p = q for a 6= b if the curve intersects itself.
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Define a polygonal closed convex set (PCCS) as a closed convex set with bounded area
that can be described as the intersection of a finite number of closed half-spaces. Note that
this includes both convex polygons and line segments. Given a PCCS U , let V (U) denote the
set of vertices of U . An indecisive point is a discrete set of points: U = {p1, . . . , pk}, with
k ∈ N>0 and pi ∈ R2 for all i ∈ [k]. We solve the following problem to check each shortcut.

I Problem 2. Given an uncertain curve U = 〈U1, . . . , Un〉 on n ∈ N≥3 with Ui ⊂ R2

for all i ∈ [n] modelled as PCCSs or indecisive points, find the maximum possible dis-
tance between the curve and its one-segment simplification for any realisation, i.e. find
maxπbU dH(π, 〈π(1), π(n)〉).

3 Shortcut Testing: Intermediate Points

In this section, we start with the start and end points fixed, so we are given some p1 ∈ U1
and pn ∈ Un and consider realisations π b U with π(1) ≡ p1 and π(n) ≡ pn. We make use of
the following intuitive statements.

I Lemma 3. Given four points a, b, c, d ∈ R2 forming segments ab and cd, the largest distance
from one segment to the other is achieved at an endpoint:

max
p∈ab

d(p, cd) = max
{
d(a, cd), d(b, cd)

}
.

I Lemma 4. Given n ∈ N>0, for any precise curve π = 〈p1, . . . , pn〉 with pi ∈ R2 for all
i ∈ [n], we have dH(π, p1pn) = maxi∈[n] d(pi, p1pn).

We can show the following lemma, allowing us to test the shortcut with fixed realisations
of the endpoints of length n in time O(nk) for PCCSs with at most k vertices. We can obtain
the same equality for indecisive points, replacing V (Ui) with Ui.

I Lemma 5. Given n ∈ N≥3, for any uncertain curve modelled with PCCSs U = 〈U1, . . . , Un〉
with Ui ⊂ R2 for all i ∈ [n] and V (Ui) = {p1

i , . . . , p
k
i } for all i ∈ [n], k ∈ N>0, and given

some p1 ∈ U1 and pn ∈ Un, we have

max
πbU,π(1)≡p1,π(n)≡pn

dH(π, p1pn) = max
i∈{2,...,n−1}

max
v∈V (Ui)

d(v, p1pn) .

Proof. Assume the setting of the lemma. Derive maxπbU,π(1)≡p1,π(n)≡pn
dH(π, p1pn) =

maxπbU,π(1)≡p1,π(n)≡pn
maxi∈[n] d(π(i), p1pn) = maxi∈{2,...,n−1}maxp∈Ui

d(p, p1pn), where
the steps hold by Lemma 4 and the definition of b. It is trivial to show that for any PCCS
U and a line segment ab it holds that maxp∈U d(p, ab) = maxv∈V (U) d(v, ab). J

4 Shortcut Testing: All Points

In the previous section, we have covered testing a shortcut, given that the first and last points
are fixed. Here we generalise the problem: we check if maxπbU dH(π, 〈π(1), π(n)〉) ≤ ε.

First of all, for indecisive curves, we can just use the approach of the previous section for
each pair of realisations from U1 × Un. This way we test a single shortcut in time O(nk3).

4.1 Non-intersecting Polygonal Closed Convex Sets
Consider first the case where the interiors of convex polygons U1 and Un do not intersect.
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p′ q′

p q

C1 Cn

U1
Un

R

Figure 2 Left: Illustration for Observation 6. The convex hull of the disks is shown in grey. The
dotted chains are C1 and Cn. Any line segment pq with p ∈ U1 and q ∈ Un crosses C1 and Cn.
Right: Illustration for the procedure. The region R is triangulated.

ε
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p3

p5
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p4

s4
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Figure 3 Alignment for the Hausdorff distance, described as 〈s1 := p1, s2, s3, s4, s5, s6 := p6〉.

I Observation 6. Given an uncertain curve modelled by convex polygons U = 〈U1, . . . , Un〉
with the interiors of U1 and Un not intersecting, note:

There are two outer tangents to the polygons U1 and Un, and the convex hull of U1 ∪ Un
consists of a convex chain from U1, a convex chain from Un, and the outer tangents.
Let Ci be the convex chain from Ui that is not part of the convex hull for i ∈ {1, n}; then

max
πbU

dH(π, 〈π(1), π(n)〉) ≤ ε ⇐⇒ max
πbU,π(1)∈C1,π(n)∈Cn

dH(π, 〈π(1), π(n)〉) ≤ ε .

To see that the second observation is true, note that one direction is trivial. In the other
direction, note that any line segment pq with p ∈ U1, q ∈ Un crosses both C1 and Cn, say, at
p′ ∈ C1 and q′ ∈ Cn. We know that there is a valid alignment for p′q′, both for the Hausdorff
and the Fréchet distance; we can then use this alignment for pq. See Figure 2.

We claim that we can use the following procedure to check maxπbU dH(π, 〈π(1), π(n)〉) ≤ ε.
1. Triangulate the region R bounded by two convex chains C1 and Cn and the outer tangents.
2. Check that maxπbU,π(1)≡s,π(n)≡t dH(π, st) ≤ ε for each line segment st of the triangulation

with s ∈ C1, t ∈ Cn.

First of all, observe that we can compute a triangulation (see Figure 2), and that every
triangle has two points from one convex chain and one point from the other chain. If all three
points were from the same chain, then the triangle would lie outside of R. Now consider
some line segment pq with p ∈ C1, q ∈ Cn. To complete the argument, it remains to show
that the checks in step 2 mean that also maxπbU,π(1)≡p,π(n)≡q dH(π, pq) ≤ ε. Observe that
the triangles span across the region R, so when going from one tangent to the other within
R we cross all the triangles. Therefore, we can number the edges of the triangles that go
from C1 to Cn, in the order of occurrence on such a path, from 1 to k. We can establish a
Hausdorff alignment, as shown intuitively in Figure 3; denote the alignment established on
line j ∈ [k] with the sequence of aji , for i ∈ {2, . . . , n− 1}. We can establish polygonal curves
Ai := 〈a1

i , . . . , a
k
i 〉; they all stay within R (see Figure 4). We claim that for any line segment

pq defined above, we can establish a valid alignment from intersection points of pq and Ai.
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U1 U4

A2 A3

Figure 4 An example set of curves A = {A2, A3} discussed in Lemma 7.

I Lemma 7. Given a set of curves A := {A2, . . . , An−1} in R described above and a line
segment pq with p ∈ C1, q ∈ Cn, we have maxπbU,π(1)≡p,π(n)≡q dH(π, pq) ≤ ε.

Proof. Note that pq crosses each Ai at least once. We can take any one crossing for each
i and establish the alignment. Consider such a crossing point p′i. It falls in some triangle
bounded by a segment from either C1 or Cn and two line segments that contain points
aji and aj+1

i for some j ∈ [k − 1]. We know, using Lemma 5, that maxw∈Ui
‖aji − w‖ ≤ ε

and maxw∈Ui‖aj+1
i − w‖ ≤ ε. Consider any point w′ ∈ Ui. Then, using Lemma 3 with

c := d := w′, we find that ‖w′ − p′i‖ ≤ ε. Therefore, also maxw∈Ui
‖p′i − w‖ ≤ ε; using

Lemma 5, we conclude that indeed maxπbU,π(1)≡p,π(n)≡q dH(π, pq) ≤ ε. J

The proof of Lemma 7 shows how to solve the problem for two convex polygons with
non-intersecting interiors. We can also use it directly for the case of line segments that do
not intersect except at endpoints. Furthermore, in this particular case it is not necessary to
use a triangulation, so we can get rid of one of the three resulting line segments.

I Lemma 8. Given n ∈ N≥3, for any uncertain curve modelled with line segments U =
〈U1, . . . , Un〉 with Ui = p1

i p
2
i ⊂ R2 for all i ∈ [n], given a threshold ε ∈ R>0, and given that

U1 ∩Un ⊂ {p1
1, p

2
1}, and assuming that the triangles p1

1p
1
np

2
1 and p2

1p
1
np

2
n form a triangulation

of the convex hull of U1 ∪ Un, we have maxπbU δ(π, 〈π(1), π(n)〉) ≤ ε if and only if

max
{

max
πbU,π(1)≡p1

1,π(n)≡p1
n

δ(π, p1
1p

1
n), max

πbU,π(1)≡p2
1,π(n)≡p2

n

δ(π, p2
1p

2
n)

}
≤ ε .

4.2 Intersecting Polygonal Closed Convex Sets
We proceed to discuss the situation where the interiors of U1 and Un intersect, or where line
segments U1 and Un cross.

Line segments. Assume line segments U1
def= p1

1p
2
1 and Un

def= p1
np

2
n cross; call their intersection

point s. Then we can use Lemma 8 separately on pairs of {p1
1s, sp

2
1} × {p1

ns, sp
2
n}. Clearly,

together this will cover the entire set of realisations of pq with p ∈ U1, q ∈ Un.

I Lemma 9. Given n ∈ N≥3, for any uncertain curve modelled with line segments U =
〈U1, . . . , Un〉 with Ui = p1

i p
2
i ⊂ R2 for all i ∈ [n], given a threshold ε ∈ R>0, we can check

that maxπbU dH(π, 〈π(1), π(n)〉) ≤ ε.

Convex polygons. Convex polygons whose interiors intersect can be partitioned along
the intersection lines, so into a convex polygon R := U1 ∩ Un and two sets of polygons
P1 := {P 1

1 , . . . , P
k
1 } and Pn := {P 1

n , . . . , P
`
n} for some k, ` ∈ N>0. We can look at pairs

from P1 × Pn separately. The pairs where R is involved are treated later. Consider some
(P,Q) ∈ P1 × Pn. Note that P and Q are convex polygons with a convex cut-out, so the
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boundary forms a convex chain, followed by a concave chain. We need to compute some
convex polygons P ′ and Q′ with non-intersecting interiors that are equivalent to P and Q,
so that we can apply the approaches from Section 4.1.

We claim that we can simply take the convex hull of P and Q to obtain P ′ and Q′.
Clearly, the resulting polygons will be convex. Also, the concave chains of P are bounded by
points s and t and are replaced with the line segment st; same happens for Q with point
u and v. The points s, t, u, v are points of intersection of original polygons U1 and Un, so
they lie on the boundary of R, and their order along that boundary can only be s, t, u, v
or s, t, v, u. Thus, it cannot happen that st crosses uv, and it cannot be that uv is in the
interior of the convex hull of P , as otherwise R would not be convex. Hence, the interiors of
P ′ and Q′ cannot intersect, so they satisfy the necessary conditions.

Finally, we need to show that the solution for (P ′, Q′) is equivalent to that for (P,Q).
One direction is trivial, as P ⊆ P ′ and Q ⊆ Q′; for the other direction, consider any line
segment that leaves P through the concave chain. In our approach, we test the lines starting
in s and t; the established alignments are connected into paths. The paths Ai do not cross
st. So, any alignment in the region of CH(P ∪Q) \ (P ∪Q) can also be made in the region
CH(P ′ ∪Q′) \ (P ′ ∪Q′). So, this approach yields valid solutions for all pairs not involving R.

Now consider the pair (R,R). A curve may now consist of a single point, so all the points
of Ui need to be close enough to all the points of R. To check that, observe that the pair of
points p ∈ Ui and q ∈ R that has maximal distance has the property that p is an extreme
point of Ui in direction qp and q is an extreme point of R in direction pq. So, it suffices,
starting at the rightmost point of Ui and leftmost point of R in some coordinate system, to
then rotate clockwise around both regions keeping track of the distance between tangent
points. Note that only vertices need to be considered, as the extremal point cannot lie on an
edge. Finally, any other pair that involves R is covered by the stronger case of (R,R): for
any line we can align every intermediate object with any point in R.

I Lemma 10. Given n ∈ N≥3, for any uncertain curve modelled with convex polygons
U = 〈U1, . . . , Un〉 with Ui ⊂ R2 for all i ∈ [n] and V (Ui) = {p1

i , . . . , p
k
i } for all i ∈ [n],

k ∈ N>0, given a threshold ε ∈ R>0, we can check that maxπbU dH(π, 〈π(1), π(n)〉) ≤ ε.

5 Combining Steps

In the previous sections, we have shown how to check if a shortcut of length n ≥ 3 is valid
under the Hausdorff distance, for indecisive points and polygonal closed convex sets. It
is easy to see that a shortcut of length n = 2 is always valid. Therefore, we can use the
previously described procedures to construct a shortcut graph; any path in such a graph
from the vertex 1 to vertex n corresponds to a valid simplification, so the shortest path gives
us the result we need. The graph has O(n2) edges. These observations lead to Theorem 1.
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